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Chair’s Message

Our local hosts, E. Paul Love, Jr., and the San Diego Supercomputer Center (SDSC),
did an outstanding job of supporting our meeting. Paul was our host for the Ninth
IETF meeting in March 1988, and it was a special pleasure to return to San Diego
for the Twenty-Third meeting.

The IETF has evolved beyond the point of having a simple “terminal room” - we
now have a complete computer center and Local Area Network. The SDSC “IETF
computer center” had over 25 workstations, X-window terminals, and conventional
terminals. They provided multiple printers, a network monitor, numerous laptop
ports, and even an appletalk network.

I had personal experience using the facility when Peter Ford and I put together the
ROAD presentation, and later when I created foils for the Open IESG session. So I
can say with conviction how grateful I am to Paul for all the work the SDSC folks
did for the IETF.

The list of the hard working folks to whom we owe thanks is listed in the acknowl-
edgements. Paul, thanks again.

Demographics of the San Diego Meeting

This meeting had the largest increase in attendees we’ve ever experienced. The last
[IETF meeting in November 1991 in Sante Fe had approximately 360 attendees, and
this meeting had 529 attendees. This was the first IETF meeting at which we had
more than 400 total attendees.

In San Diego, 46 Working Groups, 17 BOFs, and 2 Area Directorates convened in
94 separate meetings. In addition, the Internet Activities Board met for a full day

and evening session. This represents the largest number of Working Group and BOF
sessions at an IETF.

So, growth continues to be a concern for us — both as a logistics problem and as a
potential impediment for continuing to produce high quality, timely protocols.

Although growth is an important concern, I do not feel we have a cause for alarm...
yet. It turns out that we have had one other very large jump in attendance, and
this was the last time we held a meeting in California. In July 1989, we met at
Stanford University, hosted by BARRnet. That meeting had slightly more than
200 attendees, which represented a 100% increase over the previous meeting. We were
very concerned at the time that IETF attendance might be on the verge of exploding,
but then the next meeting dropped back down to about 130 attendees. Subsequent



meetings showed a steady but manageable increase which we were able to absorb as
the Secretariat matured.

Based on the single attendance spike at the Stanford meeting, the feeling is that
the proximity of the meeting to the California computer industry may have been the
main reason for the increased attendance at the Stanford, and perhaps the San Diego,
meetings.

There has also been a technology influx over the last few meetings. In particular, the
attendance at the newly created IP Over ATM and Packet Video Working Groups
was very high, and this may also have played a role in the steep attendance jump at
this meeting.

We will continue to monitor growth closely over the next few meetings to determine
if any major changes are needed in the way we conduct our meetings.

Internationalization

One very positive outcome of our growth has been the increase in non-US attendees.
At this meeting we had 43 non-US attendees from an impressive number of countries.
Although this does not yet represent a big percentage of total attendance, it is none-
the-less quite impressive. We had attendees from the following countries:

Canada 9 Korea 3
Denmark 1 Netherlands 3
Finland 1 New Zealand 1
France 2 Norway 3
Germany 3 Sweden 3
Israel 4 Switzerland 2
Italy 1 United Kingdon 7

Total Non-US 43
By Region:

North America (non-US) 9

European 26
Pacific 4
Middle East 4

This is an area in which we hope to see continued growth as the Internet Society
grows in size and importance.



Packet Audio Experiment

Thanks to the organizing efforts of Steve Casner (ISI) and Steve Deering (Xerox),
and the behind-the-scenes efforts of Van Jacobson and others, we had a very exciting
demonstration of the DARPA packet audio experiment in San Diego. These stal-
wart experimentors set up IP multicast tunnels through the NSFnet backbone, and
broadcast the Plenary proceedings of the IETF to multiple sites across the Internet.
Sweden, UK, and Australia all took part in this exercise. We even had a brief 2-way
communication, in which several remote listeners spoke to the assembled Plenary.

The quality was not perfect. Some sites had much better reception than others.
For some sites, the broadcast was apparently unintelligible at times. Still, for all its
imperfections, this demonstration was an impressive promise of services to come.

Some of us speculated that this new technology might play an important role in
helping to deal with our future growth. For example, if the Proceedings of the Plenary
(and perhaps even certain Working Groups) could be made available as a reliable
Internet service, especially if it provided a robust 2-way interaction, it might give
prospective attendees an alternative way to participate, rather than flying to attend
the meeting in person. The “Information Age” could truly be at hand!

One of the traditional strengths of the Internet community is that we use the tech-
nology we are developing to assist that very development. This exciting packet audio
demonstration offers the promise of adding to that tradition. We hope to see more
packet audio, and perhaps even packet video, experiments at the IETF in the future.
More information on this particular demonstration can be found in a presentation by
Deering and Casner later in these Proceedings.

ROAD Activities

At the last IETF meeting in Santa Fe (November 1991), we organized a Group to
investigate the specific problems of:

e (Class B exhaustion
e Routing table scaling
o [P address exhaustion

(See the Proceedings of the November 1991 IETF meeting. Also, see related reports
in these Proceedings.)

The “Routing and Addressing” (ROAD) Group grew jointly out of some specific
discussions in the BGP Working Group regarding address aggregation using address
masks, and out of activities from the IAB Architecture Retreat in July 1991.

I had the pleasure, and indeed, the honor, of co-Chairing the ROAD Group with Peter
Ford (LANL). Peter was the driving force in bringing the IAB and BGP Working
Group efforts together into a single coherent effort.



The Group met several times between the Santa Fe and San Diego meetings, and
explored several alternative solutions for each of the mentioned problems. In San
Diego we scheduled several specific BOFs on the ROAD Group findings. We also
scheduled several specific BOFs on ROAD related activities during the week. Perhaps
most importantly, we began planning how to bring the ROAD results into the IETF
in the form of specific working group activities.

On Monday morning, Peter and I briefed the IETF on the ROAD results to help
set the stage for the other ROAD related activities during the rest of the week. On
Thursday, I presented a summary of the activities, with a preliminary approach on
what activities the IETF would undertake. The slides for both these presentations
are in these Proceedings.

(Both the Monday morning slides, and the main IETF Agenda give pointers to the
other ROAD-related activities during the week).

Perhaps most important is the slide of the names of all the folks who participated
in the ROAD meetings. These folks deserve the real credit for an amazing amount
of hard work between the two IETF meetings. I truly learned the meaning of the

phrase “Road mode” (along with every other “Road” pun and metaphor you could
think of!).

The work is by no means over. In fact, the challenge is just starting. We now have
to translate the results of the ROAD meetings into concrete actions in the IETF.
In Santa Fe, we assumed that we would convene a single “ROAD Working Group”
in San Diego. In fact, my Chair’s message in the Santa Fe Proceedings was written
under this assumption.

However, as we drew nearer to the San Diego IETF, it became clear that we could
spin up separate activities to attack the separate parts of the problems. It is a tribute
to the ROAD Group that they explored the problems in a very compressed period in
sufficient depth to make this possible.

We are still making the final determination on how to proceed in the IETF. Between
now and the IETF meeting in Boston, the IESG will take the output from the ROAD
Group and develop a recommendation to the IAB on how best to proceed in the

IETF.

I'look forward to the Boston meeting as the next step toward solving these important
Internet problems. I can’t wait!

Other Highlights

In San Diego, I was consumed by the ROAD activities. So I must confess that I
may have slighted some of the other important activities at this meeting. For that I
apologize.



However, one significant achievement was too impressive to escape even my di-
verted notice — 780 Mbps TCP/IP throughput from Cray to Cray over HIPPI. Wow!
The software loopback measurements were even higher, but I think the machine-to-
machine numbers are even more impressive.

Congratulations, Dave Borman. You and Van Jacobson are magicians!

New IESG Members

I am pleased to welcome Erik Huizer (SURFnet) and David Piscitello (Bellcore) to
the IESG in the role as joint Area Directors for OSI Integration. Erik is our second
non-US representative on the IESG (along with Bernhard Stockman of NORDUnet).
Dave has been a long-time participant and former Vice-Chair of ANSI X353.3, the
Group that standardizes network and transport layer protocols.

Unfortunately, this joining is occasioned by a matching departure. Ross Callon (DEC)
and Rob Hagens (U. Wisc) previously shared the Area Director responsibilities for
OSI Integration. Rob left the IESG last summer and Ross left last Fall after the
Santa Fe meeting. The IESG is a significant time commitment, and I appreciate the
many contributions Ross and Rob made during their tenure. We will miss their good
counsel on the IESG, but we can take solace that both will continue to be active
participants in the IETF.

Future Meetings (Don’t forget Europe!)

Our next meeting will be held at the Hyatt Regency in Cambridge, Massachusettes,
July 13-17, 1992. The Hosting organization is MIT and James Davin and Jeff Schiller
are the local hosts.

Our planning for the first IETF meeting in Europe in 1993 continues to take shape.
We hope to be able to provide firmer information on the European meeting at the
July 1992 meeting.
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3:30-4:00 pm Break (Refreshments provided)
4:00-6:00 pm Open Plenary and IESG

e “IP Over X.25” (Andy Malis/BBN)
e Protocol Standards Actions

*BGP and ISIS will meet jointly.
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FRIDAY, March 20, 1992

8:30-9:00 am
9:00-12:00pm

1:30-3:30

3:30-4:00 pm

Continental Breakfast

Technical Presentations

“NSFnet Update” (Mark Knopper/Merit and Jordan Becker/ ANS)
“NEARnet Presentation” (Scott Bradner/Harvard)

“NIC Services” (Scott Williamson/Network Solutions)

“ISODE Consortium” (Steve Hardcastle-Kille/UCL)

Summary Reports

APP  Applications Area (Russ Hobby/UC Davis)

INT  Internet Area (Noel Chiappa and
Philip Almquist/Consultant)

MGT Network Management Area (Chuck Davin/MIT)

OPS  Operations Area (Susan Estrada/CERFnet, Phill Gross/ANS,
Bernhard Stockman/NORDUnet)

OSI OSI Integration Area (Erik Huizer/SURFnet and
David Piscitello/Bellcore)

RTG  Routing Area (Bob Hinden/BBN)
SEC  Security Area (Steve Crocker/TIS)

TSV~ Transport and Services Area
(David Borman/Cray Research)

USV  User Services Area (Joyce K. Reynolds/ISI)
Concluding Remarks (Phill Gross/ANS)

Key to Abbreviations

APP
BOF
INT
MGT
OSI
OPS
RTG
SEC
TSV
USVv

Applications Area

Birds of a Feather Session
Internet Area

Network Management Area
OSI Integration Area
Operational Requirements Area
Routing Area

Security Area

Transport and Services Area
User Services Area,



Chapter 1

IETF Overview

The Internet Engineering Task Force (IETF) is the protocol engineering, development, and
standardization arm of the Internet Architecture Board (IAB). The IETF began in January
1986 as a forum for technical coordination by contractors for the U.S. Defense Advanced
Projects Agency (DARPA), working on the ARPANET, U.S. Defense Data Network (DDN),
and the Internet core gateway system. Since that time, the IETF has grown into a large
open international community of network designers, operators, vendors, and researchers
concerned with the evolution of the Internet protocol architecture and the smooth operation
of the Internet.

The IETF mission includes:

1.

Identifying and proposing solutions to pressing operational and technical problems in
the Internet,

Specifying the development (or usage) of protocols and the near-term architecture to
solve such technical problems for the Internet,

Making recommendations to the IAB regarding standardization of protocols and pro-
tocol usage in the Internet,

Facilitating technology transfer from the Internet Research Task Force (IRTF) to the
wider Internet community, and

. Providing a forum for the exchange of information within the Internet community

between vendors, users, researchers, agency contractors, and network managers.

Technical activity on any specific topic in the IETF is addressed within working groups.
All working groups are organized roughly by function into nine technical areas. Each is
led by an Area Director who has primary responsibility for that one area of IETF activity.

15
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Together with the Chair of the IETF, these nine technical Directors (plus, a Director for
Standards Procedures) compose the Internet Engineering Steering Group (IESG).

The current Areas and Directors, which compose the IESG, are:

IETF and IESG Chair:
Applications:
Internet:

Network Management:
OSI Integration:

Operational Requirements:

Routing:

Security:

Transport and Services
User Services

Standards Management:

Phill Gross/ANS

Russ Hobby/UC-Davis

Noel Chiappa

Philip Almquist/Consultant
James Davin/ MIT

Dave Piscitello/Bellcore

Erik Huizer/SURFnet

Phill Gross/ANS

Bernhard Stockman/NORDUnet
Susan Estrada/CERFnet
Robert Hinden/SUN

Steve Crocker/TIS

David Borman/Cray Research
Joyce K. Reynolds/ISI

Dave Crocker/TBO

The IETF has a Secretariat, headquartered at the Corporation for National Research Ini-
tiatives in Reston, Virginia, with the following staff:

IETF Executive Director:
IESG Secretary:

IETF Coordinator:
Administrative Support:

Steve Coya
Greg Vaudreuil
Megan Davies
Debra Legare
Cynthia Clark

The working groups conduct business during plenary meetings of the IETF, during meetings
outside of the IETF, and via electronic mail on mailing lists established for each group.
The IETF holds 4.5 day plenary sessions three times a year. These plenary sessions are
composed of Working Group Sessions, Technical Presentations, Network Status Reports,
working group reporting, and an open IESG meeting. A Proceedings of each IETF plenary
is published, which includes reports from each Area, each working group, and each Technical
Presentation. The Proceedings include a summary of all current standardization activities.

Meeting reports, Charters (which include the working group mailing lists), and general
information on current IETF activities are available on-line for anonymous FTP from several
Internet hosts including nnsc.nsf.net.
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Mailing Lists

Much of the daily work of the IETF is conducted on electronic mailing lists. There are
mailing lists for each of the working groups, as well as a general IETF list. Mail on the
working group mailing lists is expected to be technically relevant to the working groups
supported by that list.

To join a mailing list, send a request to the associated request list. All internet mail-
ing lists have a companion “-request” list. Send requests to join a list to <listname>-
request@<listhost>.

Information and logistics about upcoming meetings of the IETF are distributed on the
general IETF mailing list. For general inquiries about the IETF, requests should be sent
to ietf-info@nri.reston.va.us. An archive of mail sent to the IETF list is available for
anonymous ftp from the directory “ftp/irg/ietf on venera.isi.edu
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1.1 Future IETF Meeting Sites

Summer 1992

Boston, MA

Massachusettes Institute of Technology
Host(s): Dave Clark and James Davin
July 13-17, 1992

Fall 1992

Washington, DC

U.S. Sprint

Host: Robert Collet
November 16-20, 1992

Spring 1993

Columbus, OH

OARnet and The Ohio State University
Host: Kannan Varadhan

March 29-April 2, 1993
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1.2 On Line IETF Information

The Internet Engineering Task Force maintains up-to-date, on-line information on all its ac-
tivities. This information is available via FTP through the NSFnet Service Center (NNSC)
and through several “shadow” machines. These “shadow” machines may in fact be more
convenient than the NNSC. Procedures for retrieving the information are listed below.

Directory Locations

Information pertaining to the IETF, its working groups and Internet Drafts can be found
in either the “IETF” Directory or the “Internet-Drafts” Directory. (For a more detailed
description of these Directories, please see Section 1.2.1 and 1.2.2). To retrieve this infor-
mation via FTP, establish a connection, then Login with username “anonymous” and the
password requested by the system. This password will either be your login name or “guest”.
When logged in, change to the directory of your choice with the following commands:

cd ietf
cd internet-drafts

Individual files can then be retrieved using the GET command:

get <remote filename> <local filename>
e.g., get 00README readme.my.copy

East Coast (US) Address: nnsc.nsf.net (128.89.1.178)
West Coast (US) Address: ftp.nisc.sri.com (192.33.33.22)

Internet Drafts are available by mail server from this machine. To retreive a file mail a
Tequest:

To: mail-server@nisc.sri.com
Subject: Anything you want

In the body put a command of the form:
send internet-drafts/1id-abstracts.txt or
send ietf/1wg-summary.txt
Pacific Rim Address: munnari.oz.au (128.250.1.21)
e The Internet Drafts on this machine are stored in Unix compressed form (.Z).

Europe Address: nic.nordu.net (192.36.148.17)

e This machine will accept only an email address as the password.
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1.2.1 The IETF Directory

Below is a list of the files available in the IETF Directory and a short synopsis of what each
file contains.

Files prefixed with a 0 contain information about upcoming meetings. Files prefixed with a
1 contain general information about the IETF, the working groups, and the Internet Drafts.

FILE NAME

Omtg-agenda The current Agenda for the upcoming IETF plenary, containing
scheduled Working Groups meetings, Technical Presentations and
Network Status Reports.

Omtg-at-a-glance The announcement for the upcoming IETF plenary, containing spe-
cific information on the date/location of the meeting, hotel/airline
arrangements, meeting site accommodations and meeting costs.

Omtg-rsvp A standardized RSVP form to notify the secretariat of your plans to
attend the upcoming IETF meeting.

Omtg-sites Current and future meeting dates and sites for IETF plenaries.

lid-abstracts The Internet Drafts currently on-line in the Internet-Drafts Direc-

' tory.

lid-guidelines Instructions for authors of Internet Drafts.

lietf-description A short description of the IETF, the IESG and how to participate.

lwg-summary A listing of all current working groups, the working group Chairs

and their email addresses, working group mailing list addresses, and
where applicable, documentation produced. This file also contains
the standard acronym for the working groups by which the IETF
and Internet-Drafts Directories are keyed.

Finally, working groups have individual files dedicated to their particular activities which
contain their respective Charters and Meeting Reports. Each working group file is named
in this fashion:

<standard wg abbreviation>-charter.txt
<standard wg abbreviation>-minutes-date.txt

The “dir” or “Is” command will permit you to review what working group files are available
and the specific naming scheme to use for a successful anonymous ftp action.
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1.2.2 The Internet-Drafts Directory

The Internet-Drafts Directory has been installed to make available, for review and com-
ment, draft documents that will be submitted ultimately to the IAB and the RFC Ed-
itor to be considered for publishing as RFC’s. These documents are indexed in the file
lid-abstracts.txt in the Internet-Drafts Directory. Comments are welcome and should be
addressed to the responsible person whose name and email addresses are listed on the first
page of the respective draft.

The documents are named according to the following conventions. If the document was
generated in an IETF working group, the filename is:

draft-ietf-<std wg abrev>-<docname>-<rev>.txt , or .ps

where <std wg abrev> is the working group acronym, <docname> is an abbreviated version
of the document title, and <rev> is the revision number.

If the document was submitted for comment by a non-IETF group or author, the filename
is:

draft-<author>-<docname>-<rev>.txt, or .ps
where <author> is the author’s name.

For more information on writing and installing an Internet Draft, see the file 1lid-guidelines,
“Guidelines to Authors of Internet Drafts”.
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1.3 Guidelines to Authors of Internet Drafts

The Internet-Drafts Directories are available to provide authors with the ability to distribute
and solicit comments on documents they plan to submit as a Request for Comments (RFC).
Submissions to the Directories should be sent to “internet-drafts@nri.reston.va.us”.

Internet Drafts are not an archival document series. These documents should not be cited
or quoted from in any formal document. Unrevised documents placed in the Internet-Drafts
Directories have a maximum life of six months. After that time, they must be submitted to
the IESG or the RFC editor, or they will be deleted. After a document becomes an RFC,
it will be replaced in the Internet-Drafts Directories with an announcement to that effect
for an additional six months.

Internet Drafts are generally in the format of an RFC, although it is expected that the
documents may be “rough” drafts. This format is specified fully in RFC 1111. In brief, an
Internet Draft shall be submitted in ASCII text, limited to 72 characters per line and 58
lines per page followed by a formfeed character. Overstriking to achieve underlining is not
acceptable.

Postscript is acceptable, but only when submitted with a matching ASCII version (even if
figures must be deleted). Postscript should be formatted for use on 8.5x11 inch paper. If
A4 paper is used, an image area less than 10 inches high should be used to avoid printing
extra pages when printed on 8.5x11 paper.

There are differences between the RFC and Internet Draft format. The Internet Drafts are
NOT RFC’s and are NOT a numbered document series. The words “INTERNET DRAFT”
should appear in the upper left hand corner of the first page. The document should NOT
refer to itself as an RFC or a Draft RFC.

The Internet Draft should neither state nor imply that it is a Proposed Standard. To
do so conflicts with the role of the IAB, the RFC Editor and the IESG. The title of the
document should not infer a status. Avoid the use of the terms Standard, Proposed, Draft,
Experimental, Historical, Required, Recommended, Elective, or Restricted in the title of
the Internet Draft. All Internet Draft should include a section containing the following
verbatim statement:

This document is an Internet Draft. Internet Drafts are working documents
of the Internet Engineering Task Force (IETF), its Areas, and its Working
Groups. Note that other groups may also distribute working documents as
Internet Drafts.

Internet Drafts are draft documents valid for a maximum of six months. Inter-
net Drafts may be updated, replaced, or obsoleted by other documents at any
time. It is not appropriate to use Internet Drafts as reference material or to
cite them other than as a “working draft” or “work in progress.”
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To learn the current status of any Internet Draft, please check the lid-abstracts.txt
listing contained in the Internet-Drafts Shadow Directories on nic.ddn.mil,
nnsc.nsf.net, nic.nordu.net, ftp.nisc.sri.com, or munnari.oz.au.

The document should have an abstract section, containing a two-to-three paragraph de-
scription suitable for referencing, archiving, and announcing the document. This abstract
will be used in the id-abstracts index and in the announcement of the Draft. The abstract
should follow the “Status of this Memo” section.

A document expiration date must appear on the first and last page of the Internet Draft.
The expiration date is always six months following the submission of the document as an
Internet Draft. Authors can calculate the six month period by adding five days to the
date when the final version is completed. This should be more than enough to cover the

time needed to send the document or notification of the document’s availability to internet-
drafts@nri.reston.va.us.

If the Internet Draft is lengthy, please include on the second page, a table of contents to
make the document easier to reference.
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2.1 Standards Progress Report

Between the November meeting hosted by Los Alamos National Laboratories in Santa Fe
and the November meeting hosted by the San Diego Supercomputer Center, there have
been many IETF originating protocols and informational documents published as RFC’s.

The IAB and IESG are working to better document the Standard Process and the protocols
in the standard track.

RFC1280 IAB Official Protocol Standards (Informational)
RFC1310 The Internet Standards Process (Informational)
RFC1311 Introduction to the STD Notes (Informational)

Efforts to document widely implemented application protocols continued.

RFC1282 BSD RLogin (Informational)
RFC1288 The Finger User Information Protocol (Draft Standard)

Users and network operations have been the focus of new work.

RFC1290 A Catalogue of Available X.500 Implementations. (Informational)

RFC1302 Building a Network Information Services Infrastructure (Informational)

RFC1308 Executive Introduction to Directory Services using the X.500 Protocol
(Informational)

RFC1309 Technical Overview of Directory Services (Informational)

Work continued to specify protocols required to run IP in the public data network environ-
ment.

RFC1293 Inverse Address Resolution Protocol (Proposed Standard)

RFC1294 Multiprotocol Interconnect over Frame Relay (Proposed Standard)
Efforts are continuing to instrument the multiprotocol Internet.

RFC1283 SNMP over OSI (Experimental)
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RFC1298
RFC1284

RFC1285
RFC1286
RFC1289
RFC1303
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SNMP over IPX (Informational)

Definitions of Managed Objects for the Ethernet-like Interface Types
(Proposed Standard)

FDDI Management Information Base (Proposed Standard)
Definition of Managed Objects for Bridges (Proposed Standard)
DECnet Phase IV MIB Extensions (Proposed Standard)

A Convention for Describing SNMP-based Agents (Proposed Standard)
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2.2 Minutes of the Open Plenary and IESG

Agenda:

¢ IETF Growth
¢ Routing and Addressing

2.2.1 IETF Growth

The San Diego IETF was the largest IETF to date. The number of working groups and,
Internet Drafts, and RFCs produced is rising at a similar rate to the growth in attendance.
Phill Gross briefed the IETF on the growth patterns and encouraged discussion on the
impact of this growth.

2.2.2 Routing and Addressing

Routing and Addressing was the primary topic in the Open Plenary. The IAB chartered
ROAD Group completed their work to define a set of options for evolution of Internet
Routing and Addressing. Phill Gross presented to the Plenary a summary of the options
and a possible set of actions to be taken to develop the technology to implement these ideas.

The IETF was generally supportive of the CIDR approach to near term address assignment
and aggregation. While there was concern that engineering work had not begun earlier, a
strong level of support was shown for making Routing and Addressing a primary focus of
near term work.

There was a high level discussion on the possible use of CLNP as a replacement for IP.
While well specified proposals for the use of CLNP have not been widely distributed, there
was an examination at a high level of security and deployment considerations.



ROAD Resuits And
The IETF

Review

* At the Santa Fe IETF (Nov 1991), a special effort
was chartered to ook at some key IP issues

- Activities stemming from the BGP WG and from
the |AB Architecture Retreat were combined into
the "Routing and Addressing (ROAD) Group*

- Goal was to explore possibie solutions and
report back to IETF in San Diego (March 1992)

- The ROAD co-chairs (Peter Ford and Philt Gross)
reported to the IETF plenary in San Diego, and
several specific follow-up activities took place
during the week

- This is a summary of the initial thinking of how
the ROAD results will be followed up in the IETF

Problems

-~ Class B address exhaustion
- Routing table explosion
« IP address exhaustion

Directions

« #1—- Better way to deal with current addresses
(e.g., hierarchical assignments for aggregation
in routing)

- (to help slow class B exhaustion and routing
table explosion)

- #2-- Bigger addresses for the Internet
* (to stem IP address exhaustion)

- #3— Need focus on future directions for Internet
routing and advanced features

Course of Action

* Separate #1 (dealing with IP addresses better)
from #2 (bigger intemet addresses), and pursue
each in the IETF in paraliel

- (i.e., to the extent technically feasible, do
“not allow #1 to be a gating item for #2)

- Pursue 3 (future routing) in IRTF)
- Start £1, #2,and #3 now (ALL" are vitaily
importantt)
- Estimated delivery window:
- for #1,~ 12 - 18 months
-for #2,~3 - § years
- CIDR for #1., and make "VERY" high priority

Classless Inter-Domain
Routing (CIDR)

- Addressing and routing plan
- Hierarchical assignment, aggregation for
routing

- Enhanced Inter-domain protocols

- Inter-Domain routing *Usage documents” for
using addressing and routing plan with the
enhanced inter-domain protocols, and for
interacting with IGPs

32




In The IETF — CIDR

« a. Publish CIDR document (overview and
guidance)

- b. New WG for “IP Address Assignment
Guidelines”

- ¢. BGP WG for any BGP extensions
- d. New WG for IDRPAP

- e. “CiDR Deployment WG" (which could include
CIDRAGP interactions)

In The IETF — Bigger
Internet Addresses

- Need to flesh outvarious proposais with goal of
picking a single direction *“SOON*

- CNAT and “Simple CLNP*
- IP/1P Encapsulation
- Others?
- IABAETF needs to ensure WG formationfreview

Summary

- CIDR: Start*NOW", deploy in 12-18 months
« Components of CIDR now proceeding in
several WGs
- Treat "Addressing Plan* and deployment
planning as operational issues
- Bigger Intemet addresses: Pick single solution
*very soon®, deploy within 3-5 years, BOFs
and/or WGs by next IETF
- JESG will accept ROAD results and issue
recommendations to the IAB by next IETF
-JESG and JAB must monitor all activities closely
to ensure progress; IESG, ADs, WGs will report
on ROAD-related activities at future IETFs

Acknowledgements

- All the details are not completely worked out, but
the ROAD group has heiped us take the first
step on an important path for the Internet

- Grateful thanks are due to the folks who initiated
the ROAD activity (the IAB and the BGP WG) and
the ROAD participants themseives for their
combined hard work and vision

33




34

CHAPTER 2. STEERING GROUP REPORT



Chapter 3

Area and Working Group Reports

35



36

CHAPTER 3. AREA AND WORKING GROUP REPORTS



3.1. APPLICATIONS AREA 37

3.1 Applications Area

Director(s):

¢ Russ Hobby: rdhobby@ucdavis.edu
Area Summary reported by Russ Hobby/UCDavis
Area Overview

The general goal of the Area is to define the protocols to create an interoperable multimedia
distributed computing environment for the Internet. A lot of attention at the San Diego
meeting was directed toward the creation of workstation based conferencing. There were
demonstrations of how video and audio could be carried between workstations over the In-
ternet today. The Teleconferencing Architecture BOF discussed what is necessary to create
a multi-workstation multimedia conference environment. With the greater international
interest in the IETF there is a desire to be able to extend the “face-to-face” meetings over
the network around the world.

Extensions to FTP BOF (FTPEXT)

The FTP Extensions BOF was to determine if there is sufficient interest to work on the
definition of new extensions to FTP. There were many ideas were discussed, in particular
the passing of file attributes with the transfer. Jordan Brown (Quarterdeck) agreed to Chair
a new Working Group to continue the work.

Internet Mail Extensions Working Group (SMTPEXT)

The Working Group did the final review of the document that extends SMTP to allow the
transport of 8-bit characters and provides some additional capabilities to improve efficiency,
especially when very large files are being transmitted. After final editing the Working Group
will submit the document to be a Proposed Standard.

Network FAX Working Group (NETFAX)

The Working Group finished work on the image format to be used for transporting FAX
on the Internet. The Document has been submitted for approval as a Proposed Standard.
This completes the chartered work and the Working Group will go dormant.

Network News Transport Protocol Working Group (NNTP)

The Working Group met three times in San Diego to walk through the existing NNTP
v2 draft. After final editing changes the document will be submitted to be a Proposed
Standard. The Working Group will go on to look at a possible News Reader Protocol.
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Teleconferencing Architecture BOF (TELARCH)

The BOF explored how a Working Group could define an overall architecture to cover
all aspects of remote conferencing. This included things such as session management and
groupware. Separate working groups may be generated to work on specific protocols speci-
fied by the architecture. Jack Drescher (MCNC) and Ari Ollikainen (LLNL) will co-Chair

the new Working Group.

TELNET Working Group (TELNET)

The TELNET Working Group made further progress on authentication and decided that
the document should be put forth as an Experimental Protocol. Dave Borman presented
an extension to remote flow control that the group reviewed and will be submitted to be a
Proposed Standard. The Working Group reviewed the Environment Option and will put it
forward to become a Proposed Standard.
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CURRENT MEETING REPORT

Reported by Jordan Brown/Quarterdeck

Minutes of the Extensions to FTP BOF (FTPEXT)

The mail traffic and discussion at the meeting basically involved people’s wish lists for the
protocol. Topics included:

Passing “auxiliary” information about files - dates, etc.

The goal would be to build an extensible mechanism allowing a client and server to
pass “auxiliary” information about files. Extended versions of LIST, RETR, STOR,
etc., would pass this information, and a new command would be added to change it.
Matching client and server should be able to pass all of the information their native
system supports; non-matching pairs would pass as much as they have in common. A
major open issue is whether the data should be passed in binary as type-length-value
or in some printable-ASCII form.

Automatic authentication

There are two basic ways in which authentication data might be passed at present -
using F'TP commands or, relaxing the specification a bit, using TELNET options on
the control connection. It was suggested that authentication and encryption are big

complex issues on their own, and that they be split off from the rest of the items on
the wish lists.

Encryption

There was interest in encryption of both the data and the control channel. Encryption
is tightly tied to authentication, and the two should probably be treated as a unit.

On-the-fly compression

Some servers already implement on-the-fly compression triggered by variations in the
file name. The patent status of LZW is an issue which needs to be researched and
resolved.

Checkpointing/restart

Some attendees sought official blessing for Rick Adams’ stream mode restart capabil-
ity (present in some BSD clients and servers). It was noted that it is unclear whether
or not this mechanism truly works for NVT-ASCII mode transfers. It was clear that
the restart marker for this mechanism should be measured in data-connection octets.
Implementing such a restart mechanism might be tricky on systems where the local
<-> network translation is not strictly invertible.

Language selection for messages

Seems pretty self-explanatory; obviously no system will support all languages, but
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support for multiple languages seems reasonable. This issue will come up in other
contexts (SMTP, etc.,); perhaps there should be a more global framework.

Message digest calculation

The goal is to allow automatic mirroring of archives without having to transfer all of
the data.

Atomic store

The disposition of the file resulting from a failing STOR is unspecified; a new com-
mand would require that the file be deleted if the transfer was not completed success-
fully.

Various protocol cleanups/clarifications

RFC 1127 lists several response code cleanups and clarifications. Experience with
newer servers which make more extensive use of multiline responses indicates that
not all clients can handle them. The syntax for multiline responses is apparently not
clear enough; there has been confusion. Note that FTP multiline responses are more
liberal than SMTP multiline responses.

More sophisticated conversions - character set, application levels, etc.

An extended version of NVT-ASCII mode would allow for transmission of non-
USASCII characters; a mechanism would be needed to specify what character set
is in use and what translations should be applied. This issue has already been ad-
dressed in Kermit and the lessons learned there should be applied. A still more
sophisticated mechanism to automatically do application-level transformation (e-g.,
Microsoft Word to TeX) would certainly be useful, but is obviously a very complex
topic.

Should write both a specification and an “implementor’s guide”

It was mentioned that FTP has numerous common pitfalls, and an informational
document pointing out these pitfalls and suggesting implementation schemes would
help implementors and improve interoperability.

Time conversion issues - time zones, DST, etc.

Once FTP is passing around time information (file modification times, mostly), it
becomes important to know what the times really mean, so that meaningful compar-
isons and conversions can be done. One obvious answer is to require that all times be
expressed in GMT, but that is awkward for the large (and ever- increasing) number
of machines which don’t know what time zone they’re in. One scheme for dealing
with this would be to provide a command which gives the server’s current time with
respect to whatever TZ it finds convenient; the client can compare this with its cur-
rent time to determine the offset to be applied to other times. This requires very
loosely synchronized clocks - less than 15 minutes difference. It’s not clear whether
DST confuses this issue - a file stored under DST and later retrieved under ST might
have its times mistranslated. (Portable computers make time issues a nightmare.)
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There was consensus that a Working Group should be formed, and when a deafening silence
resulted from a call for volunteers to Chair it, Jordan Brown agreed to. (Volunteers are still
solicited!) Russ Hobby offered to host the mailing list and archives. The initial mailing list
is the BOF attendees.

Mailing list: ietf-ftpextQucdavis.edu
Requests: ietf-ftpext-request@ucdavis.edu
Archive: ucdavis.edu: /archive/ftpext-archive

No date was set for the next meeting.

Attendees

Rick Adams
James Alfieri

J. Allard

Mark Baushke
David Borman
Jordan Brown
Russ Hobby
John Klensin
Henry Miller
Keith Moore
Chris Myers
Mark Needleman
Clifford Neuman
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ben@isi.edu
postel@isi.edu
sjogren@tgv.com
gvaudre@nri.reston.va.us
veizades@apple.com
wilde@Qdecvax.dec.com
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CURRENT MEETING REPORT

Reported by Jack Drescher/MCNC and Ari Ollikainen/LLNL
Minutes of the Teleconferencing Architecture BOF (TELARCH)

Two BOF sessions were held on Teleconferencing Architecture as a follow-on to both the
Santa Fe IETF BOF on Teleconferencing and the Packet Video Videoconferencing Workshop
at MCNC, held in late 1991. The general objective of the BOFs was to move the process of
forming a new Teleconferencing Architecture Working Group forward as much as possible.
A proposed Draft Charter and set of Milestones was reviewed, relevant current work efforts
were presented and discussed and a number of recommended action items were presented
from the floor. A request for input to the future architecture content was made. Thirty-eight
people attended all or part of the sessions.

The Monday session was introduced by showing consistency of transition from the Santa Fe
BOF Minutes and the MCNC workshop ob jectives. The Proposed Draft of the Teleconfer-
encing Architecture Working Group was presented in outline form, along with an initial set
of milestones. A brief review of the MCNC Packet Video Project, for timing perspective,
was presented. Eve Schooler, ISI, presented the Connection Manager and Connection Con-
trol Protocol work being done at ISI as part of the Multimedia Conferencing Project. Abel
Weinrib, Bellcore, presented an additional (to Santa Fe BOF) presentation on the Touring
Machine project at Bellcore. Both presentations were in response to the request for input to
the overall teleconferencing architecture process. The ob Jectives for the Wednesday session
were reviewed.

The Wednesday session was begun with some observations and discussion about the Au-
dio/Visual Transport Working Group session and the Intellectual Property Law plenary
presentation of Tuesday. MCNC stated that they would name someone to be an active
member of the AVT Working Group. It was also concluded that we all need to pay atten-
tion to Intellectual Property Law, that there was nothing unique about it to this Working
Group, and that any information submitted to this Working Group and architecture pro-
duced by it should not be proprietary.

Paul Milazzo of BBN led a presentation/discussion of a number of questions, issues and
definitions requiring answers and clarification to better define and bound the architecture
and Working Group Charter.

A summary of key points, conclusions, decisions follows:

1. The completed architecture, targeted for 1st Quarter 1993, needs to include:
¢ Supporting Protocols
e Statement of Conferencing Applications Supported
e Network Resources Required

2. Applications need to be modular and scalable. Models are needed.
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. “Groupware” needs to be better defined and expanded (as used in the draft Charter)

. Set a new milestone, as near in as possible, for sharper definition of applications

supported.

. Identify separation of pieces that make up the total Teleconferencing Architecture as

soon as possible. Note: MCNC will try to provide first pass structure proposal for
list to review by May 1, 1992.

. On the question of separating Connection Management from proposed Teleconfer-

encing Architecture Working Group, the Group decided that it didn’t know enough
about all the pieces to do that at this time. Connection Management work should
continue on its current course.

Note: Agreement on (5) above should make questions like this easier to answer cor-
rectly.

. Charter update process:

e Update Charter, Pass by list for review.
e Submit to Russ Hobby for input to Working Group .
e Formalization process.

Proposals Made:

. The Working Group mailing list, along with that of AVT Working Group, should be

rem-conf@es.net.

. Consider renaming proposed Teleconferencing Architecture Working Group to “Re-

mote Conferencing” Working Group

Attendees

Joe Blackmon blackmon@ncsa.uiuc.edu
John Burnett jlbQadaptive.com

Stephen Casner casner@isi.edu

Cyrus Chow cchow@ames.arc.nasa.gov
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David Crocker dcrocker@mordor.stanford. edu
Jack Drescher drescherQconcert.net
Maria Gallagher maria@nsipo.nasa.gov
Tony Hain hain@es.net

Russ Hobby rdhobbyQucdavis.edu
Alton Hoover hoover@nis.ans.net

H. A. Kippenhan kippenhan@fndcd.fnal.gov
Peter Kirstein kirstein@cs.ucl.ac.uk

Holly Knight holly@apple.com
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An Architecture for
Multimedia Connection Management

Layered Protocol Stack

Application ame Service

File i Domain
| | [E] [

Network| User
Transport Voice Video Control Datagram
Protocol| { Protocol Protocol Protocol
6t SUeam | o Internet
Intorn Protocol Protocol
Network

I Ethernet, TWBnet, DARTnat, ATOMIC, ... I

l. A Connection Management Architecture

® A framework for multiple participant, muiltiple media sessions

® Connection Manager (CM)
e Central component that orchestrates connections
o Layer below User Interfacss, but above Media Agents
e Avoids duplication of effort: participation and authentication
o Coordinates presentation of shared information
o Facilitiates inter-media and inter-site synchronization

o Conduit through which control info flows (locally and remotely)

Coordinated Management of Separate Services

s [ o]

Connection Connection
Control
Manager Protocoi

i. The Connection Control Protocol (CCP)

An application layer protocol used by connection managers

m Includes provisions for:
e Flexible group transaction services
e Robustness mechanisms tor WAN operation
e Negotiation for heterogeneous site configurations
e Conference pre—arrangement
¢ Remote control capabiltties
e Aninterface across which timing info may be passed

A Distributed, Peer-to-peer Model

Peer connection managers reside throughout the Intemet
o Each acts as both client and server
& Conference orchestration entails:
o The initiator is designated leader for duration of setup
¢ Communication with peer CMs
e Communication with local agents

m Four-phase connection establishment procedure
1. Negotiate a common set of capabilities
2. Request others’ participation
3. Initiate undertying voice, video and groupware data flows
4. Propagate info among peers, then revert to having no special status
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Other CCP Attributes

& Others may be invited, join, or leave at any time after setup
o Disconnection of either party during a 2-party call disconnects both
Support for an extensible set of Ul and/or media agent operations
w Detection and correction of state mismatches
e Exchange of state info with every message
o Trigger active state queries
e Employ a resynchronization algorithm

® Resolution of connection collisions

lil. Configuration Management

Dynamic Configuration Management of Shared Resources

= As the number of WAN teleconferencing sites scales up,
so does the likelihood for heterogeneity among them

Several mechanisms proposed to combat heterogeneity:
o Configuration language
o Distributed locator service
e Resourcs synthesizer

Connection Manager

figuration Controlzz

The Site Wide Operating Environment

Distributed Program Complications

w Temporary connectivity outages
e Mutticast transaction service must report failures
o CCP must repair partitioned state afterwards
e Institute a range of policies toward communication erors

w Different routes taken by different media
o Convey synchronization hints to synch prote

& A range of delays due to Intemet, due to config variations
o Incorporate adaptive timeouts
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TOURING MACHINE:

Distributed Systems for Multimedia Communication

S

Abel Welnrib
abel@bellcore.com
Mauricio Arango, Peter Bates, Jane Cameron, Brian Coan,
Gita Gopal, Nancy Griffeth, Gary Herman, Takako Hickey, Wil
Leland, Victor Mak, Lilllan Ruston, Mark Segal,
John Unger, Mario Vecchi, Doris Woods, Sze-Ying Wuu
Bellcore
©00 Commumtsstions Sovearh

Current Touring Machine Hardware

« existing inexpensive off-the-shelf hardware
« existing wiring

In every user's office
« station equipment
« workstation to act as a station controlier
In each “central office”
« audio/video switches
« computer to control switches
+ special purpose hardware
- video and audio bridges and mixers
- inputs to provide cues to users
In the wiring plant
« balanced audio signals through telephone wiring
+ NTSC video signals through RGS9 coax
« cross-connect system to allow easy reconfiguration

AW 1V1491
mcned

Touring Machine Features

Applications Programming interface (API) e
+ "language" for writing multimedia communications applications
« reflects separation of application policy from network mechanism
Separate contro!l of media
+ audio
* video
 data
Fully integrated name server
- name and access transient objects
(e.g., communications sessions)
Rich network infrastructure
« multiple switches (routing, etc.)
- allocation of specialized hardware (e.g., bridges)

Current Applications
- Multimedia Telecommunication Service (MTS)
« CRUISER™ service
+ RENDEZVOUS™ system
- Touring Messaging
< Match Maker

AW 11091
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Touring Machine Project Goals

Explore design and lm?lememation Issues of a large-scale
multimedia communication system
« bridge together computer and communications systems-research
 construct a system experiment to explore various-approaches
 operate under “Real World" conditions
Design and support Application Programming Interface that makes
available network's capabillities and core services
+ APl developed in collaboration with applications research projects
Cruiser™ and Rendezvous™ (Rob Fish, Cariin Lowery,
John Patterson)
* valuable input from EXPANSE (Steve Minzer) and Patch-Cords
(quh Clayton)
« Cruiser project is building applications using Touring Machine
software in re
- use technology to overcome distance barrier
— Informal communication by *cruising” hallways

In contrast to many research projects in this area, we are
primarlly interested in developing the overall software
architecture to support ubiquitous muitimedia communications,

rather than studying the applications themselves.
AW I!.'}_M

Multimedia Telecommunications Service

One, of many, Touring
Machine applications
« separate control of media
« control of muttiple sessions
 suspend/resume
- add/delete parties
« change configuration

[Connecting 18 se14ion Abe) Weinm_
Cannected 1o 1ession Adsl Wewnin
|,$-|m Abel Weinvib I avasiabie

AW V1491
Touring Machine World View
ép&gmw conflector endpoint
Interface
ports
station
agpt.

physical network

Ports are network access channels connected to physical station (CPE)
hardware

Connectors are associations of source and sink endpolnts for transport
in a given medium

Endpoints are "logical ports™ defined by an application
Endpoints are assigned to ports, and then mapped and unmapped

AW 121491




API - Registration

+ initiate and authorize client interaction with Touring Machine
= register endpoints (audio, video, data)

i

Users Initiate interactions with the “network” by starting up a client
application that registers with Touring Machine:

(registerClient abel:MTS
(registerEndpoint
camera:video:source monitor:video:sink...)
(setPrivacy group))

AW 11291
e ——

APl - Sessions

The “session” separates control from transport for communicating
applications »
+ negotiate and set privacy, billing, and other policies L
+ permits “publishing” a session, allowing others 1o locate and join it
* negotiate and define transport topology (as connectors)

User creates session to establish a three-way audio-video call:

(sessionCreate abel:MTS:1

(setPrivacy 2l1l)

(setPermission protected)

(addClient abel:MTS vicmak:MTS wel:MTS)

(addCon v1 video)

(addSource vl abel:MTS:camera vicmak:MTS:camera
wel:MTS:camera)

(addSink vl abel:MTS:monitor vicmak:MTS:monitor
wel:MTS:monitor) /

(addCon al audio)...)

AW L1y
e

Connectors

a connector is an association of sources and sinks for transport

fdescribes “presentation control"
« eventually, general presentation control language
« currently, typed connector
~ video bridge, video PIP, audio bridge, audio mixer

sink, = fi({source, })

AW V),
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Allocation of Connectors

P=-video out1 —

p——video in—e=

transport resources
allocated for each
connector

endpoints not yet
mapped

AW 1/14593
——

API - Network Access

rk- ntrol
* map and unmap endpoint to assigned port
+ create port (data)
* assign endpoaints to ports

Map and unmag give applications control over the network-access
resources (channels connected to cameras, etc.) separate from the
network resources allocated for transport

User "suspends"” the video for a connection:

(endpointUnmap abel:MTS:1 abel:MTS:monitor abel:MTS:camera)
User moves video to port vour2 and resumes:

(endpointAssign abel:MTS:1 abel:MTS:monitor, station7:vout2)
(endpointMap abel:MTS:1 abel:MTS:monitor)

AW 1imS1
eeed
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rc-videc outf=——
" $%-video oule~—
p—Video in-—a—
pa—audio cut—

p——audio in-e~

P+———data—s-

call has been established

a three-way audio/video -3;
l

AW 1/1691




More Complicated Example

# connectara (type video) #2
—ideo == - = Pu-vidOO OULl —mr
3
VIGO0 Nl \: " grevideo ou2—
-4 = SRY
i . -
' p=-audic out—
0 I 2 RS -
<—m—ﬂ[—f_ LR o e o]
user #3 monitors a two-wa

conversation, but user
has suspended her video

.

output Gunm '
(source endpoaints are shared g -l 'g -1
between connectors) § § :§ §

[ |

AW 11691
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Software Structure

Touring Machine is a distributed system constructed of several types
of objects
+ not a single monolithic program
- each object encapsulates a set of capabilities and/or system state
~ many changes are local to a single object
« layered design, from API to control of physical resources
Touring Machine objects
« can run on any UNIX™ machine
- communicate by exchanging messages
« behavior characterized by well defined interfaces
(suite of messages)

AW U191

Version 2.0 Architecture
Long-lived objects

Station Manager (optional)
+ implements resource-sharing
policies among clients
« provides common functionality
for clients (e.g., call forwarding)
Station Object
+ provides interface to Touring
Machine
* manages station resources
« registers clients
Resource Manager
+ manages physical resources
< maintains approximate state
information (“hints")
Resource objects
« control physical resources
Name Server
« repository for static and dynamic
system information

51

AP| - Name Service and Messaging

Name server gueries

Aliows clients to access system information

User searches for all members of a session css-seminar:
{nsQuery ...
User searches for all sessions of which user vicmak Is a member:

(nsQuery ... session.clieant=vicmak
session.name, session.permission)

session.name=CSS-seminar session.client)

Inter-client message forwarding

Provides facility for clients to exchange control messages through
Touring Machine

Coordinate appearance of RENDEZVOUS™ shared whiteboard
application:

(messageSend abel:whiteboard vicmak:whiteboard "ready")

AW 1L

H
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Anatomy of an Object

Touring Machine object
« implemented as a passive server
« behavior characterized by its message suite
» IPC uses the Connection Manager (Peter Bates)
- built on UNIX™ sockets
- objects listen for messages on well-defined ports
- objects referenced by machine:service
rocket:tm.Station
- messages are LISP-like S-expressions
(sessionCreate 101 "POCS" "ms" ...)

~ LISP function names bound to C functions and automatically

called by the Connection Manager
= asynchronous
- requests and replies are matched with “reply tokens"
- timeout mechanism aborts actions that receive no reply

AW 121491

Version 2.0 Architecture

Station Object creates
Session Object

Session Object
» site for negotiation
between Station Objects
« maintains logical state of
session
« derives “call graph”
specified as connectors

AW 913591




Version 2.0 Architecture

Session ObAec‘ connects to
available Resource Manager

Resource Manager
» allocates physical resources to
realize.connectors
* "spawns" Transport Object for
the session

Version 2.0 Architecture

Transport Object
* responds to Session Object
* maintains logical-to-physical
mapping for session
* as optimization,
processes some commands
{e.g. map/unmap)

m AW 372591
Version 2.0 Architecture Bellcore's Touring Machine Network
1Q92 network
Transpor:log;]egt connects to
any available Resource bridges and other
Manager for more complex |
operations P ecial e
= change transport resources
* “tear down" connectors =2
=3
users
w AW 1271491

1992 Research Directions

Applications Programming Interface

* extensions 1o APl as applications are developed

— general presentation control

* abstractions for hybrid.analog/digital network
System software 5
“multiple {mistrustful) administrative’ domains
fauit management
system instrumentation and observation
on-line replacement of software modules
privacy and security
resource finding
naming and addressing
support for user mobility
All-digital network

Mechanisms for discovering and controlling interactions between
different applications

Deployment opportunities

e o o o o s o

AW 171491
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3.1.1 Automated Internet Mailing List Services (list)

Charter

Chair(s):

David Lippke, lippke@utdallas.edu

Mailing Lists:

General Discussion: ietf-list-wg@utdallas.edu
To Subscribe: ietf-list-wg-request@utdallas.edu
Archive: pub/ietf-list-wg@ftp.utdallas.edu

Description of Working Group:

This Working Group will concern itself with “list servers”, i.e., advanced mail
exploders/reflectors which provide services such as automated subscription,
archive maintenance, and coordination with similar systems on the network.

The group will initially focus its activities towards establishing a baseline user
interface. Although most current systems support a command set patterned
after Eric Thomas’ BITNET LISTSERV, there is wide variance in the options
supported and in the general patterns of interaction. This results in a great
deal of user confusion. The Working Group’s interface definition will address
this by establishing a set of commands, options, interactions, and procedures
which will (hopefully) be supported by all list servers as a subset of their full
repertoire.

As a part of the user interface work, the group will also define an authentication
service for users’ list server transactions. Toward this end, and to address the
privacy issue, the group will consult with the Security Area Advisory Group

(SAAG).

The second phase of the group’s work will be to provide for the interconnection
and coordination of list servers. Experience with the BITNET LISTSERV has
shown that it’s important for users be able to view the collection of list servers
on the network as an integrated whole. Ideally, users should only have to deal
with their local mailing list service—which knows where all public lists are,
what they are, and is able to act on the user’s behalf with respect to them.
Interconnecting list servers allows this “integrated user view” to be created
and also lets issues such as traffic minimization, timely distribution, and load
sharing be more easily addressed. Consequently, the Working Group will define
the conceptual models, communication methods, and extensions to prior work
which are necessary to bring this interconnection and coordination about.

It’s anticipated that further work on issues of authentication and privacy will
continue in parallel with the “integration” effort — perhaps manifesting itself
as a separate RFC which extends the user interface definition produced during
the first phase.
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Goals and Milestones:

Done Review the group’s Charter and begin work on the user interface definition.

Nov 1991  Resolve outstanding issues with the user interface definition and prepare docu-
ment for IESG submission. Begin work to address the interconnection/coordination
issue.

Jan 1992 Submit user interface definition document to IESG as a proposed standard.

Mar 1992  Focus the interconnection/coordination work. Finalize and document settled
issues.

TBD Submit interconnection/coordination definition document to the IESG for pub-
lication as a proposed standard.
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3.1.2 Distributed Scheduling Protocol (chronos)

Charter

Chair(s):

Paul Linder, lindner@boombox.micro.umn.edu

Mailing Lists:

General Discussion: chronos@boombox.micro.umn.edu
To Subscribe: chronos-request@boombox.micro.umn.edu
Archive: /pub/chronos @boombox.micro.umn.edu

Description of Working Group:

The Chronos protocol Working Group is chartered to define a protocol for the
management of calendars, appointments and schedules over the Internet. In
defining this protocol, several questions must be addressed. The role of the
calendar administrator must be defined. Differing levels of security need to be
specified to allow maximum functionality yet still allow privacy and flexibility.
The scope of the protocol should also be evaluated; how much burden should we
put on the server, on the client? Additionally the behavior of multiple chronos
servers must be analyzed.

This protocol should be able to be developed and stabilized within 6-8 months,
since there is already a draft specification to work from. The process is subject
to extension if many new features are added, or more revision is needed.

Goals and Milestones:

Jan 1991

sion will occur on mailing list. Prototype implementations.

%)

Review first draft document, determine necessary revisions. Follow up discus-

Feb 1991 Make document an Internet Draft. Continue revisions based on comments

Mar 1991 Spring IETF meeting. Review final draft and if OK, give to IESG for publica-
tion as RFC. Begin implementations.
Jul 1991  Revise document based on implementations. Ask IESG to make the revision a

received over e-mail.

Draft Standard.
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3.1.3 Internet Mail Extensions (smtpext)
Charter

Chair(s):
John Klensin, klensin@infoods.mit.edu

Mailing Lists:
General Discussion: ietf-smtp@dimacs.rutgers.edu
To Subscribe: ietf-smtp-request@dimacs.rutgers.edu
Archive: “ftp/pub/ietf-smtp-archive:dimacs.rutgers.edu

Description of Working Group:

The SMTP Extensions Working Group is chartered to develop extensions to
the base SMTP protocol (RFC821) to facilitate the more efficient transmission
of 8 bit text and binary data. Among the extensions to be considered to
SMTP are the elimination of the ASCII text character restriction and line
length restriction to allow the sending of arbitrary 8 bit character sets, and the
definition of mechanisms to facilitate binary transmission, and extensions to
the negotiation sequence to facilitate batch transmission.

Goals and Milestones:

Done Review the Charter of the Group. Determine if changes to SMTP are neces-

sary. Discuss the needs for backward compatability, and interoperability. This
discussion will be held by email.

Aug 1991 Discuss the elimination of the 7 bit restrictions in SMTP, and the implications
of removing this restriction in terms of interoperation.

Aug 1991 Discuss the issues involved with binary transmission. Determine whether a “bi-

nary” mode should be pursued, and whether the SMTP line length restriction
should be eliminated.

Dec 1991 Write a document specifying the changes to SMTP agreed to by the Group.
Post as an Internet Draft.

Mar 1992 Review and finalize the SMTP Extensions document.

Mar 1992 Submit the SMTP Extensions document as a Proposed Standard.
Internet Drafts:

“SMTP Extensions for Transport of Enhanced Text-Based Messages”, 07/10/1991,
John Klensin <draft-ietf-smtpext-8bittransport-04.txt>
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CURRENT MEETING REPORT

Reported by John Klensin/MIT
Minutes of the Internet Mail Extensions Working Group (SMTPEXT)

During the San Diego meeting, the Working Group reviewed several issues that had been
settled earlier, but for which it appeared that new technical issues had been identified. The
Working Group concluded that there were, in fact, no significant new technical issues being
raised, and no significant changes to the working document were made. The Working Group
did succeed in tying up the remaining loose ends in the document, including identifying
locations where additional explanatory text was needed and providing exact keywords,
syntax, and definition for concepts agreed upon some time ago.

The present draft provides an extension model and compatible extensions to SMTP for mail
transport of 8-bit characters. Using the same extension model, it provides some additional
extensions to supplement SMTP and improve its efficiency, especially when very large files
are being transmitted.

It is expected that a new Internet Draft, reflecting agreements made in San Diego, will be
produced shortly after the IETF, reviewed quickly on the mailing list, and then submitted
for processing as a Proposed Standard.

The meeting contained an extended discussion of the issues raised the previous day, includ-
ing a review of whether the Working Group’s work and the RFC-ZZZZ model fit well into
a “transition plan”/“final target” model. Several other issues were revisited, including the
question of whether we might be better off with a new protocol on a new port. The assertion
was made that the present model either constituted two separate services over the same
port (in which case it was muddled and wrong) or some attempt at hidden gateways (in
which case there was fear of other problems). It was pointed out that the two port model
made it very difficult to distinguish between no service on the “new” port and temporary
unavailability. The advocates of the two-port model felt that this was a non-problem unless
one wanted to mix services or have implied gateways. It was pointed out that no gateway
was implied if the originating system was prepared to send a message in either 8-bit or
7-bit form, but preferred 8 if that was available. There was a brief religious argument as to
whether or not this case was interesting.

The Working Group concluded that it did not want to revisit the “new port” issue.

A second heated discussion over the CPBL command with a contention that the command
would increase the number of round trips pitted against a contention that it would give
intelligent clients the ability to reduce the actual number of round trips. The Working
Group decided to retain CPBL.

The issue of “SIZE” was reviewed, both with regard to the information to be returned
by CPBL (redesignated as “LIMIT” after the meeting to reduce possible confusion) and
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with regard to the estimation and treatment of the value to be sent with the SIZE verb.
The Working Group concluded that the capability limit should be reported in terms of two
administrative values, the size that the implementation would try to provide in all cases and
the size that would probably always be rejected. The editor was directed to provide some
guidance in the document for estimating, in hosts with single-character newline conventions
internally, the size to be transmitted. See the new version of the draft document for the
results of these discussions.

Details of Discussions and Decisions

As discussed in the summary above, much of the two Working Group sessions at this meeting
was devoted to a review of previously-settled issues, sometimes from a new point of view.
Issues and proposals raised included:

¢ Syntax and semantics for the response to the CBPL command/inquiry. The Working
Group decided that this should list all capabilities of the server, on a one-verb-per-line
basis, using the existing syntax for multiline responses. This is one of the options
considered in Santa Fe and tentatively approved. The handling of the “message size”
portion of the response was as agreed on in Santa Fe, i.e., providing the administrative
limits.

e Syntax and semantics of the SIZE command. The decisions made in Santa Fe were
affirmed and refined.

See the forthcoming version of the Internet Draft for additional details on the two
features above.

o Possible separation of a “transition model” from the “protocol” as it would exist in
deployed form, e.g., creating two clearly separated documents. The Working Group
concluded that this was neither necessary nor appropriate.

e Possible replacement of the notion of capabilities inquiries with a clear “version”
model with no optional features. The theory behind this was that the Internet has
succeeded because of the small number of options (Telnet negotiation notwithstand-
ing) and that few clients have really been designed to take advantage of optional
features in any event. This discussion led to the insight that some confusion has been
created by describing EMAL and related features in “negotiation” terms. They are
really verification that particular expected capabilities are present.

The next version of the Internet Draft will be modified to reflect the “verification”
terminology and to remove “negotiation”. This does not affect the operation of the
proposed protocol.

After some discussion, the Working Group concluded that a “version” model was
inappropriate. Different members saw different problems, but the most serious in-
cluded the fact that SMTP already contains optional features (e.g., the interactive
mail commands SEND FROM, SOML FROM, and SAML FROM) and that intro-
ducing strict “all or nothing at this level” versioning would require, either requiring
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support for those verbs and concepts, or deprecating them. The Working Group was
unwilling to consider doing either; some members considered such tampering with
the requirement level for existing features to be outside the Working Group’s scope.
There were also concerns about excessively raising the level of effort required for a
minimal implementation of the new features, thereby defeating the Working Group’s
goal of providing as smooth and easy a transition path to existing (nonconforming)
8bit-sending implementations as possible.

There was interest expressed in “address streaming” and, in particular, return of
sequence numbers in replies to RCPT TO commands.

The Working Group concluded that this was not an extension it was willing to make
to SMTP during the current round, especially since no concrete or specific proposal
was on the table.
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3.1.4 Internet Message Extensions (822ext)
Charter

Chair(s):
Gregory Vaudreuil, gvaudre@nri.reston.va.us

Mailing Lists:
General Discussion: ietf-822Q@dimacs.rutgers.edu
To Subscribe: ietf-822-request@dimacs.rutgers.edu
Archive:

Description of Working Group:

This Working Group is chartered to extend the RFC 822 Message format to
facilitate multi-media mail and alternate character sets. The Group is expected
to formulate a standard message format, roughly based on either RFC1154 or
RFC 1049. The immediate goals of this Group are to define a mechanism for
the standard interchange and interoperation of international character sets.

Goals and Milestones:

Done Review the Charter, and refine the Group’s focus. Decide whether this is a
worthwhile effort.

Done Discuss, debate, and choose a framework for the solution. Assign writing as-
signments, and identify issues to be resolved.

Done Review exiting writing, resolve outstanding issues, identify new work, and work
toward a complete document.

Done Post a first Internet Draft.
Nov 1991 Review and finalize the draft document.

Dec 1991 Submit the document as a Proposed Standard.

Internet Drafis:

“MIME (Multipurpose Internet Mail Extensions): Mechanisms for Specifying
and Describing the Format of Internet Message Bodies”, 06/18/1991, Nathaniel
Borenstein, Ned Freed <draft-ietf-822ext-messagebodies-06.txt, .ps>

“A User Agent Configuration Mechanism For Multimedia Mail Format Infor-
mation”, 06/18/1991, Nathaniel Borenstein <draft-ietf-borenstein-configmech-
04.txt, .ps>
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“Mnemonic Character Sets”, 07/08/1991, Keld Simonsen <draft-ietf-822ext-
mnemonics-03.txt>

“Character Mnemonics and Character Sets”, 07/08/1991, Keld Simonsen <draft-
ietf-822ext-charsets-04.txt>

“Representation of Non-ASCII Text in Internet Message Headers”, 11/14/1991,
Keith Moore <draft-ietf-822ext-msghead-01.txt>
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3.1.5 Network Database (netdata)

Charter

Chair(s):

Daisy Shen, daisy@watson.ibm.com

Mailing Lists:

General Discussion: ietf-ndbQucdavis.edu
To Subscribe: ietf-ndb-request@ucdavis.edu
Archive:

Description of Working Group:

The Network Database Working Group is chartered to define a standard inter-
face among databases on TCP/IP networks. The Working Group will address
the issue of database connectivity in a distributed environment which allows au-
thorized users remote access to databases. It will be designed as a client/server
model based on TCP/IP as its communication protocol.

Several problems must be resolved that are associated with the network database
protocol, such as management of multiple threads between clients and servers,
management of multiple servers, management of data buffers, data conversions,
and security.

Additional related problems will be covered as the discussion goes on. There-
fore, the description and the schedule can be revised.

This Working Group is independent from the SQL access group; however, there
may be some overlapping interest. The SQL access group is welcome to join
IETF’s discussions and share information in both directions. If both groups
find that merging two efforts into one will speed up the process, the merge can
be done in the future. For now, this Working Group works on issues according
to its own schedule and efforts.

Goals and Milestones:

Done Review and approve the Charter, making any changes necessary. Examine
needs, resources for this network database protocol and define the scope of
work. Begin work on a framework for the solution. Assign writing assignments
for first draft of the document.

Done First draft to be completed.

Aug 1991 Review first draft document, determine necessary revisions. Discuss problems
remained unsolved from the first IETF meeting.

Dec 1991 Continue revisions based on comments received at meeting and e-mail. Start

making document an Internet Draft.
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Mar 1992  Review final draft. If it is OK, give it to IESG for publication as
RFC.

Jun 1992 Revise document based on implementations. Ask IESG to make the revision a
Draft Standard.

Internet Drafts:

“Network Database Protocol”, 06/26/1991, Daisy Shen <draft-ietf-netdata-
netdata-02.txt>

“Network Database Implementation Information”, 12/16/1991, Daisy Shen
<draft-ietf-netdata-implement-01.txt>
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3.1.6 Network Fax (netfax)

Charter

Chair(s):

Mark Needleman, mhn@stubbs.ucop.edu

Mailing Lists:

General Discussion: netfax@stubbs.ucop.edu
To Subscribe: netfax-request@stubbs.ucop.edu
Archive: /pub/netfax@stubbs.ucop.edu

Description of Working Group:

The Network Fax Working Group is chartered to explore issues involved with
the transmission and receipt of facsimilies across TCP /IP networks and to de-
velop recommended standards for facsimile transmission across the Internet.
The Group is also intended to serve as a coordinating forum for people do-
ing experimentation in this area to attempt to maximize the possibility for
interoperability among network fax projects.

Among the issues that need to be resolved are what actual protocol(s) will be
used to do the actual data transmission between hosts, architectural models for
the integration of fax machines into the existing internet, what types of data
encoding should be supported, how IP host address to phone number conversion
should be done and associated issues of routing, and development of a gateway
system that will allow existing Group 3 and Group 4 fax machines to operate
in a network environment.

It is expected that the output of the Working Group will be one or more RFC’s
documenting recommended solutions to the above questions and possibly also
describing some actual implementations. The life of the Working Group is
expected to be 18-24 months.

It is also hoped that some fax vendors, as well as the networking community
and fax gateway developers, will be brought into the effort.

Goals and Milestones:

Done Review and approve Charter making any changes deemed necessary. Refine
definition of scope of work to be accomplished and initial set of RFC’s to be
developed. Begin working on framework for solution.

Done Continue work on definition of issues and protocols. Work to be conducted on
mailing list.

Aug 1991 First draft of RFC to be completed. To be discussed at IETF meeting and

revised as necessary.
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Dec 1991  Continue revisions based on comments received and submit to IESG for publi-
cation as RFC.

Mar 1992  Overlapping with activities listed above may be implementations based on ideas
and work done by the Working Group. If so revise RFC to include knowledge
gained from such implementations.

Request For Comments:

RFC 1314  « A File Format for the Exchange of Images in the Internet”
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CURRENT MEETING REPORT

Reported by Mark Needleman/U California
Minutes of the Network Fax Working Group (NETFAX)

The IETF Netfax Working Group met at the San Diego IETF meeting. The primary
purpose of the meeting was to get a progress report and plan future work.

Mark Needleman reported that the file format document has been accepted by the IESG
which in turn has recommended to the IAB that it be accepted as a Proposed Standard.
There is every indication that this will happen.

Mark also reported on the effort to convene a meeting of all known groups doing applications
involving networked fax, for the purpose of talking about converting to the RFC file format
and planning interoperability testing. This meeting would be sponsored by the Coalition for
Networked Information (CNI). Anyone knowing of organizations who are involved in this
area and is encouraged to provide Mark with the organization(s) name. Mark promised to
keep the mailing list informed on the status and outcome of this effort.

Mark also discussed the fact that after two years of discussion and work no consensus had
developed on any of the other issues the Group had been working on beyond the file format,
such as addressing and routing issues. He suggested that it did not seem likely that such
consensus was going to develop any time soon. For that reason, it was decided that, the
Group would quiesce for awhile and not meet again until something happened to create
such a need. It was felt that perhaps the CNI work would act as a catalyst and that maybe
in some of the interoperability testing undertaken by that group, some solutions to some of
the unresolved issues such as routing and addressing would be created that could act as a
basis for future work in the IETF Working Group.

The Group therefore decided not to meet again until there was a need for it, and to follow
the efforts of CNI. Mark promised to keep the Working Group updated on those efforts by
means of the Working Group mailing list.

Attendees

Cerafin Castillo cecQemulex.com

Bob Friesenhahn pdrusa!bobQuunet.uu.net
Pete Grillo pl0143@mail.psi.net

Jeff Gumpf jag@po.cwru.edu

Max Hillson hillson@koala.enet.dec.com
Russ Hobby rdhobbyQucdavis.edu

Ronald Jacoby rj@sgi.com

Jim Knowles jknowles@binky.arc.nasa.gov

Michael Marcinkevicz mdm@csu.net
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Mark Needleman mhn@stubbs.ucop.edu

Jon Postel postel@isi.edu

Stephanie Price Marasciullo price@cmc.com

Gregory Vaudreuil gvaudre@nri.reston.va.us
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3.1.7 Network News Transport Protocol (nntp)

Charter

Chair(s):

Eliot Lear, 1ear@sgi.com

Mailing Lists:

General Discussion: ietf-nntp@turbo.bio.net
To Subscribe: ietf-nntp-request@turbo.bio.net
Archive:

Description of Working Group:

This Group will study and review the issues involved with netnews transport
over the Internet. Originally released as an RFC in February of 1986, NNTP
is one of the widest implementations of an elective status protocol. As of this
writing, the protocol has just passed its fifth birthday, not having been updated
once.

Over the years several enhancements have been suggested, and several have
even been implemented widely. The intent of this Working Group will be to
encode the more popular and plausible enhancements into an Internet standard.
Included in the inital list of changes to be considered are the following:

o User level and site designated authentication methods; o Binary transfer
capability; o Minimization of line turnaround; and o Stronger article selection
capability.

It is expected that public domain software will be released concurrently with
an RFC, demonstrating the protocol enhancements.

Goals and Milestones:

Done

Define scope of work.

Jun 1991 Submit Internet Draft for review and comment.

Jun 1991 Possibly meet at USENIX for further comment.
Jul 1991  Meet at IETF for further comment.
Aug 1991 Submit RFC to IESG.

Internet Drafts:

“Network News Transfer Protocol Version 2: A Protocol for the Stream-Based
Transmission of News”, 09/30/1991, Eliot Lear

<draft-ietf-nntp-news-00.txt, .ps>
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CURRENT MEETING REPORT

Reported by Eliot Lear/Silicon Graphics
Minutes of the Network News Transport Protocol Working Group (NNTP)

The IETF-NNTP Working Group met three times in San Diego to walk through the existing
NNTP v2 draft and get it out the door. All changes to the NNTP document have been
made, and after several formatting changes are made a new version will be put out for
comments.

Agenda

¢ Discussion of Security Issues in the NNTP Architecture
o Use of formats in NNTP

¢ Document walk-through

o News Reader Issues

e Action Items

Authentication Issues

During the first meeting, we discussed the current security mechanism. It was believed that
AUTHINFO was still not general enough for sites to implement certain types of authenti-
cation. The conclusion was to essentially hand over the TCP stream to a mutually agreed
upon authentication system, and take it back when it is done.

Seven/Eight Bit Issues

After much wrangling on the topic of 7/8 bit, it was decided that the 7-bit restriction on
NNTP should be removed. Commands must still be sent with the high order bit cleared,
but data may contain octets with the high order bit set. In fact this is existing practice
of the most common servers. The BINARY format has been removed until such time as
someone can define a message format for it (see below). The IMAGE format has been
renamed to PREARRANGED, to heighten the point that the option should only be used
by consenting partners.

Document Walkthrough Highlights

There were a bunch of minor changes and clarifications. The error codes section has been
reworded slightly. Specifically, certain response codes should be properly processed any time
a response code is expected, either for debugging purposes (09x codes) or certain other error
conditions that may occur at any time (e.g., new authentication required).

A new VERSION command has been added and required so that each side can determine
the software being used by the other. The syntax of this command allows for comments at
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the end of either the command or the response. The expectation is that version information
about particular implementations will be collected.

The Connect sequence has been clarified, and discussion has been moved from Section 3 to
Section 2.

Continuation characters a’la SMTP and FTP have been allowed. This documents existing
practice in most implementations. It was thought that this would be useful to communicate
site specific connection information to the other side of a connection.

The LIST command has been restructured to return the same information it gave for version
1. This was done because the change brought up more problems than it solved, and the
extensions were primarily for news readers.

The NEWGROUPS command is deprecated in favor of LIST.

The option command has been changed so that a possible return is UNIMPLEMENTED.
This is for non-standard options that are asked of unwitting servers.

The BATCH option has been changed so that no articles greater than the agreed upon
batch size may be transferred. To transfer larger articles the other side must first turn
batch mode off.

The SIMPLE authentication mechanism has been reworked to fit the changed authentication
model.

A new appendix is being added on implementation issues. Currently there are numerous
implementations that exacerbate the worst features of the current protocol. For exam-
ple, opening a connection, offering one article, not sending it, and closing the connection
transfers no data. Data presented at this IETF indicates that this happens a lot.

News Reader Issues

We began discussing news reading issues in the last session, and came up with more ques-
tions than answers in that time frame. The following comments were made:

Are we talking about an SQL interface? Should predicates be specified in the protocol?
Clearly the user needs some better way to prioritize what gets presented.

Should the protocol be more server event driven than NNTP? Currently the news reader

software is responsible for ordering articles. But suppose an article with higher priority hits
the server. How should this best be communicated to the user?

Should the protocol BE NNTP with yet more extensions?

Is an RPC interface the ideal? Should the client even have to know that it is going to
another machine for its information? If not, are we giving up on .newsrcs?
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What about other work in this area? The World-Wide Web (WWW), Archie, and WAIS
people are all dealing with similar questions, not to mention every librarian.

Should the protocol be tied to netnews? Should the distinction between netnews and EMail
be eliminated, as far as this protocol is concerned? What are the differences?

Also, should multiple remote sources be supported in the protocol? Should there be dis-
covery?

It doesn’t take much of an imagination to see that one could easily bloat a protocol. Further
discussion on how to limit the scope of a reader protocol ensued.

Action Items

o Get a draft on NNTP out within two weeks.
¢ Get an implementation of the new version out within four weeks.
e Update Charter.

The former is all but done, the latter two are still being worked on.

Attendees

Jordan Brown jbrown@qdeck.com
Philip Budne phil@shiva.com
Erik Fair fair@apple.com
Olafur Gudmundsson ogud@cs.umd.edu
Ittai Hershman ittai@nis.ans.net

Brian Kantor brianQucsd.edu
Neil Katin katin@eng.sun.com
Eliot Lear lear@sgi.com

John Leong
David Martin
Leo McLaughlin
Mel Pleasant
Walter Stickle
Theodore Tso
David Waitzman
Frank Welch

john.leong@andrew.cmu.edu
dem@fnal.fnal.gov
1jm@wco.ftp.com
pleasant@rutgers.edu
wls@ftp.com

tytso@mit.edu

djwebbn.com
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3.1.8 Network Printing Protocol (npp)
Charter

Chair(s):
Glenn Trewitt, trewitt@pa.dec.com

Mailing Lists:
General Discussion: print-wg@pa.dec.com
To Subscribe: print-wg-request@pa.dec.com
Archive:

Description of Working Group:

The Network Printing Working Group has the goal of pursuing those issues
which will facilitate the use of printers in an internetworking environment. In
pursuit of this goal it is expected that we will present one or more printing
protocols to be considered as standards in the Internet community.

This Working Group has a number of specific objectives. To provide a draft
RFC which will describe the LPR protocol. To describe printing specific is-
sues on topics currently under discussion within other Working Groups (e.g.,
security and dynamic host configuration), to present our concerns to those
Working Groups, and to examine printing protocols which exist or are cur-
rently under development and assess their applicability to Internet-wide use,
suggesting changes if necessary.

Goals and Milestones:

Done Review and approve the Charter, making any changes deemed necessary. Re-
view the problems of printing in the Internet.

Done Write draft LPR specification.

Done Discuss and review the draft LPR specification. Discuss long-range printing
issues in the Internet. Review status of Palladium print system at Project
Athena.

Done Submit final LPR specification including changes suggested at the May IETF.

Discuss document on mailing list.
Done Submit LPR specification as an RFC and standard.
Jul 1990  Write description of the Palladium printing protocol (2.0) in RFC format.
Aug 1990 Discuss and review the draft Palladium RFC.
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CURRENT MEETING REPORT

Minutes of the Network Printing Protocol Working Group (NPP)

Report not submitted.

Attendees

Charles Bazaar bazaar@emulex.com
Scott Bradner sob@harvard.edu
David Bridgham dab@epilogue.com
Christopher Bucci bucci@dss.com

Philip Budne phil@shiva.com
Cerafin Castillo cec@emulex.com

Nat Howard nrh@bellcore.com
James Jones jones@regent.enet.dec.com
Stev Knowles stev@ftp.com

Leo McLaughlin 1jm@wco.ftp.com
Donald Merritt don@brl.mil

Paul Raison raison@xylogics.com
Glenn Trewitt trevitt@pa.dec.com

Steve Willens steve@livingston.com
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3.1.9 TELNET (telnet)
Charter

Chair(s):
Steve Alexander, stevea@i88.isc.com

Mailing Lists:
General Discussion: telnet-ietfQcray.com
To Subscribe: telnet-ietf-request@cray.com
Archive:

Description of Working Group:

The TELNET Working Group will examine RFC 854, “Telnet Protocol Spec-
ification”, in light of the last six years of technical advancements, and will
determine if it is still accurate with how the TELNET protocol is being used
today. This Group will also look at all the TELNET options, and decide which
are still germane to current day implementations of the TELNET protocol.

o Re-issue RFC 854 to reflect current knowledge and usage of the TELNET
protocol.

o Create RFCs for new TELNET options to clarify or fill in any missing
voids in the current option set. Specifically:
— Environment variable passing
— Authentication
— Encryption
— Compression

o Act as a clearing-house for all proposed RFCs that deal with the TELNET
protocol.

Goals and Milestones:

Done Write an environment option
Dec 1990 Write an authentication option
Dec 1990  Write an encryption option

Mar 1991 Rewrite RFC 854

Internet Drafts:

“Telnet Data Encryption Option”, 04/01/1990, Dave Borman <draft-ietf-telnet-
encryption-01.txt>
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“Telnet Data Compression Option”, 04/30/1990, Dave Borman <draft-ietf-
telnet-compression-00.txt>

“Telnet Authentication Option”, 08/08/1990, Dave Borman <draft-ietf-telnet-
authentication-03.txt>

“Telnet Authentication Option”, 08/08/1990, Dave Borman <draft-ietf-telnet-
authentication-03.txt>

“Telnet Environment Option”, 03/03/1992, D. Borman <draft-ietf-telnet-environment-
02.txt>

“Telnet Remote Flow Control Option”, 03/03/1992, C. Hedrick, D. Borman
<draft-ietf-telnet-remflow-cntrl-00.txt >

“Telnet Authentication: Kerberos Version 47, 03/03/1992, D. Borman <draft-
ietf-telnet-authker-v4-00.txt>

“Telnet Authentication: Kerberos Version 5”, 03/03/1992, D. Borman <draft-
ietf-telnet-authker-v5-00.txt>

Request For Comments:

RFC 1116  “Telnet Linemode option”

RFC 1184 “Telnet Linemode Option”
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CURRENT MEETING REPORT

Reported by Steve Alexander/INTERACTIVE Systems
Minutes of the TELNET Working Group (TELNET)

Agenda

Authentication Option
Environment Option
Remote Flow Control Option
Encryption Option

A discussion of authentication was held. It was decided that the authentication drafts should
be put forth as experimental RFCs after some minor editorial changes. Steve Alexander will
edit the drafts and send them on to be published. The changes include removing several
authentication types from the list in the main document and specifying the Kerberos V4
Authenticator in Section 2 of the Kerberos IV draft.

Dave Borman has made a minor extension to remote flow control to allow any character
to restart output. It was decided that Dave will send this document to the IESG on his
own, since this has not been discussed by the Working Group in detail and the change is
straightforward.

The Environment option was discussed in detail. Dave Borman explained the history behind
the VAR and USERVAR separation. The usefulness of variables such as PRINTER was
debated. Some Group members raised the issue of tying the environment option to the
authentication option; it was decided that they did not need to be tied together. It was
decided not to add ACCT/JOB fields to the authentication option. The Group has decided
to put the environment option forward as a Proposed Standard after some clarification of
VAR & USERVAR in Section V. Steve Alexander will make the changes and submit the
document.

No serious discussion of encryption was held. Steve volunteered to begin looking at merging
encryption with authentication as discussed in Santa Fe.

Action Items
Steve Alexander

¢ Revise authentication documents and submit as Experimental.
e Revise environment document and submit as Proposed.
e Look at merging encryption/authentication.
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Dave Borman

e Submit remote flow control option as a Proposed Standard.

Attendees

Steve Alexander
Mark Baushke
David Borman
David Carrel
Neil Haller
Keunhee Han
Sang-Chul Han
Jeff Hayward
Rajeev Kochhar
John Linn
Steven Lunt
Glenn McGregor
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Michael Reilly
Jonathan Rodin
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Sam Sjogren
Eric Smith
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Ki-Sung Yoo
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rodin@ftp.com
jis@mit.edu
sjogren@tgv.com
eric@telebit.com
townsend@ctron.com
tytso@mit.edu
wilde@decvax.dec.com
ksyu@garam.kreonet.re.kr
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3.2 Internet Area

Director(s):

e Philip Almquist: almquist@jessica.stanford.edu
¢ Noel Chiappa: jnc@ptt.lcs.mit.edu

Area Summary reported by Greg Vaudreuil /CNRI

There were four Internet Area working groups and two Birds of a Feather sessions during
this IETF meeting.

Dynamic Configuration of Network Links BOF (DCNL)

This BOF has been rather long lived. The intent was to receive feedback on a mechanism
developed by Cray Research to dynamically set up T3 connections between supercomputer
centers. This mechanism has been published as an Experimental RFC. This meeting was
spent explaining the basic mechanisms.

Dynamic Host Configuration Working Group (DHC)

The Dynamic Host Configuration Working Group is nearly finished there long-livedeffort to
allow automatic configuration of Internet Hosts. A presentation was made to the Plenary
session and the protocol is expected to be submitted to the IESG as a Proposed Standard
shortly.

IP over Appletalk Working Group (APPLEIP)

The Appletalk Working Group discussed many AppleTalk/Internet Interworking Issues.
The Group is finishing a document describing SNMP over Appletalk for environments where
UDP is not available. Work is beginning on a Appletalk over X.25, using the mechanisms
being reworked for IP over X.25. Appletalk over PPP is in the final stages, and was
discussed both in this Working Group and in the Point to Point Working Group. New
work is beginning on a protocol for distributing routing information, currently called the
AA protocol.

IP over ATM Working Group (ATM)

The IP over ATM Working Group sprung from a BOF held in Santa Fe. This Working
Group session was very well attended with 97 people! The Group discussed issued of
coordination their work with other standard bodies responsible for defining and profiling
ATM. The Group discussed several encapsulation proposals, both the use of the currently
defined adaptation layers, and a new proposal to put IP or other network protocols directly
over ATM.
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IP over HIPPI BOF (HIPPI)

This BOF was called to review a proposal for IP over HIPPI. An Internet Draft has been
available. Some minor twiddling was suggested and a new document is expected.

Point to Point Protocol Extensions Working Group (PPPEXT)

The PPPEXT has submitted the bulk of their work to the IESG and IAB. At this meeting
the Group focused on defining and narrowing the scope of a PPP MIB. Work is continuing
on defining a LCP for IPX, a LCP for OSI, and a LCP for DECnet.
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CURRENT MEETING REPORT

Reported by Andy Nicholson/Cray Research
Minutes of the Dynamic Creation of Network Links BOF (DCNL)

The documents describing the work done at Cray Research in this area have been recently
published as RFC’s, 1306 and 1307.

At this meeting there was an almost total turnover of interested attendees, but there still
seems to be a significant level of interest in the topic of Dynamic Control of Links. Andy
Nicholson had prepared a suggested scope for work to be done, and was not prepared for a
reintroduction to the material, which was necessary.

After the assembled group was brought up to date on the proceeding work, and some
alternatives were discussed, there was agreement that Andy’s proposal was on the right
track. He had put this in the form of a problem statement:

“To develop a standard method of access and control for network links which are available
but not normally active within the Internet.”

Andy offered to publish all the previous Minutes and references to the existing documents on
the mailing list. After everyone has had a chance to refer to this work and begin discussing

it, the Group will be able to determine if there is reason to form a Working Group within
the IETF.

Philip Almquist, one of the Internet Area Directors, was consulted on this. He pointed out
that anything produced would be best documented as experimental, as there is not enough
experience with this work in the Internet to suggest the adoption of a Proposed Standard.

Attendees

Richard Basch
Mark Baushke
Larry Blunk
David Borman
Robert Bosen
David Carrel
Barbara Fraser
Bob Friesenhahn
James Galvin
Terry Gray
Michael Grieves
Neil Haller
Alton Hoover
Thomas Kile

basch@mit.edu
mdb@nsd.3com.com
1jb@merit.edu
dab@cray.com
bbosen@world.std.com
carrel@munin.com
byf@cert.sei.cmu.edu
pdrusa!bobQuunet.uu.net
galvin@tis.com
grayQcac.washington.edu
mgrieves@chipcom.com
nmh@bellcore.com
hoover@nis.ans.net
tgkile@brl.mil



82

John Linn
Steven Lunt
Kent Malave
Scott Marcus
Richard McBride
Glenn McGregor
Clifford Neuman
Andy Nicholson
Brad Passwaters
P. Rajaram
Michael Reilly
Jim Reinstedler
Gregory Ruth
Jeffrey Schiller
Tom Simons
William Streilein
Theodore Tso
Huyen Vu
Preston Wilson
Steven Wong

CHAPTER 3. AREA AND WORKING GROUP REPORTS

linn@erlang.enet.dec.com
lunt@bellcore.com
kent@chang.austin.ibm.com
smarcus@bbn.com

ghm@merit.edu
bcn@isi.edu
droid@cray.com
bjp@sura.net
rajaram@eng.sun.com
reilly@nsl.dec.com
jimr@ub.com
gruth@bbn.com
jis@mit.edu
nes!simons@phx.mcd.mot.com
bstreile@wellfleet.com
tytsolmit.edu
vi@polaris.dca.mil
preston@i88.isc.com
wong@took.enet.dec.com



3.2. INTERNET AREA 83

CURRENT MEETING REPORT

Reported by Andy Nicholson/Cray Research
Minutes of the IP over HIPPI BOF (HIPPI)

The purpose of this meeting was to discuss the draft of IP over HIPPI by John Renwick and
Andy Nicholson, currently available as an Internet Draft, “draft-renwick-hippilan-01.txt.”

The meeting was well attended, including some of the members of the ANSI X3T9.3 Working
Group on HIPPIL. There was general agreement that the current document is very close to
being ready to be promoted as a Proposed Standard.

There was one point of contention, whether it is reasonable to require that IP over HIPPI
use the HIPPI LE frame header rather than simply using another HIPPI FP ULP Internet
Draft. There was general agreement that the interoperability made possible by using LE
and 802 format headers was worth the minor extra cost of the headers.

There were some other suggestions which will be incorporated into another draft which will
be distributed in the first week of April.

¢ The scope should be more clearly stated.

e Relax the requirement that a destination be able to buffer 68 bursts before accepting
a connection.

¢ Don’t require that a host know its 48 bit ULA.

o Check the ARP optimization strategy against standards and don’t require any opti-
mizations which could propagate incorrect information.

o More clearly state the ARP example.

o Discuss switch address bootstrap issues against possible changes in HIPPI LE or

HIPPI SC.

¢ More discussion of what the HIPPI standards are for people who have not read them.

o Update the HIPPI standards references to their latest numbering.
After this draft goes out for review, if there are no substantive changes or comments on the

mailing list, we will offer it to the IESG and the IAB as a Proposed Standard. However,

if there is still important discussion, we will hold a Working Group meeting at the Boston
IETF.
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3.2.1 Connection IP (cip)

Charter

Chair(s):

Claudio Topolcic, topolcic@nri.reston.va.us

Mailing Lists:

General Discussion: cip@bbn.com
To Subscribe: cip-request@bbn.com
Archive:

Description of Working Group:

This Working Group is looking at issues involved in connection-oriented (or
stream- or flow-oriented) internet level protocols. The long-term intent is to
identify the issues involved, to understand them, to identify algorithms that
address them, and to produce a specification for a protocol that incorporates
what the Working Group has learned. To achieve this goal, the Group is defin-
ing a two year collaborative research effort based on a common hardware and
software base. This will include implementing different algorithms that address
the issues involved and performing experiments to compare them. On a shorter
time-line, ST is a stream-oriented protocol that is currently in use in the Inter-
net. A short-term goal of this Working Group is to define a new specification
for ST, called ST-2, inviting participation by any interested people. MCHIP
and the Flow Protocol have also been discussed because they include relevant
ideas.

Goals and Milestones:

Done
Done

Done

Produce a new specification of ST.
Define common hardware and software platform.

Implement hardware and software platform.

May 1991 Implement experimental modules and perform experiments.

May 1992

Internet Drafts:

“Notes for Application Implementors on ST-II Socket API”,03/11/1992, Charles
Lynn <draft-ietf-cip-apisocket-00.txt>

Request For Comments:

Produce a specification of a next generation connection oriented protocol.
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RFC 1190 “Experimental Internet Stream Protocol, Version 2 (ST-II)”
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3.2.2 Dynamic Host Configuration (dhc)

Charter

Chair(s):

Ralph Droms, droms@bucknell.edu

Mailing Lists:
General Discussion: host-conf@sol.bucknell.edu
To Subscribe: host-conf-request@sol.bucknell.edu
Archive: sol.bucknell.edu:dhcwg

Description of Working Group:

The purpose of this Working Group is the investigation of network configura-
tion and reconfiguration management. We will determine those configuration
functions that can be automated, such as Internet address assignment, gate-
way discovery and resource location, and those which cannot be automated
(i.e., those that must be managed by network administrators).

Goals and Milestones:

Done

Done

Jan 1991

Jan 1991

TBD

We will identify (in the spirit of the Gateway Requirements and Host Require-
ments RFCs) the information required for hosts and gateways to: Exchange
Internet packets with other hosts, Obtain packet routing information, Access
the Domain Name System, and Access other local and remote services.

We will summarize those mechanisms already in place for managing the infor-
mation identified by Objective 1.

We will suggest new mechanisms to manage the information identified by Ob-
jective 1.

Having established what information and mechanisms are required for host
operation, we will examine specific scenarios of dynamic host configuration and
reconfiguration, and show how those scenarios can be resolved using existing or
proposed management mechanisms.

Write a bootp extensions document.

Internet Drafts:

“Clarifications and Extensions for the Bootstrap Protocol”, 05/03/1991, Walt
Wimer <draft-ietf-dhc-bootp-00.txt>

“Dynamic Host Configuration Protocol”, 07/09/1991, R. Droms <draft-ietf-
dhc-protocol-02.txt, .ps>
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CURRENT MEETING REPORT

Reported by Ralph Droms/Bucknell
Minutes of the Dynamic Host Configuration Working Group (DHC)

The DHC Working Group held two meetings in San Diego, on Tuesday afternoon and
Thursday morning. In addition, Ralph Droms gave a technical presentation to the IETF
summarizing Dynamic Host Configuration Protocol (DHCP). In the Tuesday meeting, the
Working Group discussed changes to DHCP, as reflected in a new version of the DHCP
Internet Draft, dated March, 1992. Several minor changes were discussed, which will be
integrated into a new version of the DHCP Internet Draft.

Editor’s Note (md): A listing of the proposed changes is available via ftp under dhc-minutes-
92mar.tzt. Refer to Section 1.2 of the Proceedings for retrieval instructions.

There were also several topics that sparked longer discussions. These topics, in general,
remain unresolved:

¢ The relationship between BOOTP and DHCP should be clarified by renaming DHCP
as BOOTP.

e Various levels of compliance with the DHCP/BOOTP specification should be indi-
cated by “BOOTP Level 0,” “BOOTP Level 1” and “BOOTP Level 2.”

Discussion: There is the potential for confusion on the part of naive users about the
relationship between BOOTP and DHCP. For example, BOOTP clients will continue
to work with DHCP servers; will DHCP clients work with BOOTP servers? The
relay agents will still be known as “BOOTP relay agents”; will those work with
DHCP clients and servers?

Some client implementations of DHCP may not include all the functions specified
in the DHCP Internet Draft. In particular, members of the Working Group have
expressed concern that some DHCP clients may be unable to enforce the network
address lease rules, and may always require allocation of a network address with an
infinite lease.

The Working Group proposes renaming DHCP to BOOTP, and subsuming the spec-
ification of the current BOOTP protocol into the DHCP/BOOTP document. The
various type of DHCP/BOOTP service would be names:

— BOOTP Level 0 - BOOTP as defined in RFC 951.

— BOOTP Level 1 - DHCP/BOOTP with automatic network address allocation
and only infinite leases.

— BOOTP Level 2 - DHCP/BOOTP with fully dynamic (finite lease) network
allocation.
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e Does DHCP need to deliver more parameters in vendor extensions than will fit in a
single DHCP message?

o If DHCP delivers more parameters than will fit in a single DHCP message, how should
those additional parameters be delivered?

Discussion: Some members of the Working Group contend that DHCP must, indeed,
be prepared to deliver more parameters than will fit in a single DHCP message. One
argument in favor of that view is that specific sites will want to deliver additional
DHCP parameters, and, if the DHCP document does not explicitly specify the use
of a particular mechanism, each site may choose a local (and potentially incompati-
ble) mechanism. Other members of the Working Group feel that DHCP can deliver
sufficient parameters in a single message to configure a host. Based on the currently
defined vendor extensions, and assuming “reasonable” lengths for variable length ven-
dor extensions, DHCP could send all parameters specified by vendor extensions in
roughly 280 octets. Counting the “sname” and “file” fields, a single DHCP message
can deliver 502 octets of vendor extensions. Thus, DHCP can, at present, deliver
all necessary parameters to a host in a single DHCP message. The Working Group
discussed a mechanism called a “bill of lading” to provide reliable delivery of vendor
extensions in multiple DHCP messages, if DHCP is defined to support vendor ex-
tensions in excess of 502 octets. A bill of lading is a bit vector representing all 256
vendor extensions. The DHCP server will deliver a bill of lading to the host, indicat-
ing which vendor extensions the host must receive with a 1 in the corresponding bit
in the bit vector. The host will then repeatedly ask for DHCP parameters, checking
off specific vendor extensions as they arrive, until all specified vendor extensions have
been delivered.

¢ Should a host use DHCP at every reboot to reacquire network parameters?

o If the host cannot contact a DHCP server at reboot, should a host be allowed to reuse
previously acquired network parameters?

1. Required use of DHCP: A DHCP host should likely be required to use DHCP
whenever the local network parameters may have changed (e.g., system reboot,
network failure and restart), as connected network may change w/o host’s or
user’s knowledge (consider change inside wiring closet w/o user notification).

2. Application of lease: does the lease apply to just the network address or does
it apply to all network parameters? i.e., host is allowed to reuse stored network
address (careful here; host may have bogus network address and not be able to
contact server).

3. Authority of DHCP server: should server be able to force host to take new
network values; i.e., “remote manage” the host?

Discussion: The conversation about this topic began with consideration of
whether or not a DHCP host should be allowed to continue if it cannot con-
tact a DHCP server at reboot. There were strong arguments for and against, —
for: allows for partial network operation even if DHCP servers are inaccessible;
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against: may allow misconfigured hosts to operate. Note that only network
parameters can be misconfigured; DHCP guarantees that any network address
will be assigned to only one DHCP host.

The Working Group then discussed the relation between the “lease” and network parame-
ters; should the lease apply to all parameters or just to the network address. A proposal
was floated for another bit-vector to describe those network parameters to which the lease
applied. The idea here is to provide some degree of network management through the
guarantee that DHCP hosts would periodically reacquire new (possibly changed) network
parameters.
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3.2.3 IP over AppleTalk (appleip)
Charter

Chair(s):
John Veizades, veizades@apple.com

Mailing Lists:
General Discussion: apple-ip@apple.com
To Subscribe: apple-ip-request@apple.com
Archive:

Description of Working Group:

The Macintosh Working Group is chartered to facilitate the connection of Apple
Macintoshes to IP internets and to address the issues of distributing AppleTalk
services in an IP internet.

Goals and Milestones:

Done Describe, in an RFC, the current set of protocols used to connect Macintoshes
to IP internets.

Done Define a MIB for the management of DDP /IP gateways.

Internet Drafts:

“The Transmission of Internet Packets Over AppleTalk Networks”, 03/08/1991,
John Veizades <draft-ietf-appleip-MacIP-01.txt>

“Tunnelling AppleTalk through IP”, 10/30/1991, Alan Oppenheimer <draft-
ietf-appleip-aurp-02.txt, .ps>

“SNMP over AppleTalk”, 12/23/1991, G. Minshall, M. Ritter <draft-ietf-appleip-
snmp-appletalk-01.txt>

Request For Comments:

RFC 1243 “AppleTalk Management Information Base”
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INTERIM MEETING REPORT

Reported by Mike Ritter/Apple
Minutes of the IP over AppleTalk Working Group (APPLEIP)
January 15, 1992

PPP/AppleTalk

New drafts are available in the Internet-Drafts Directory, they will also be posted on Ap-
pleLink in the Networking Standards Folder. RFC 1171 & 1172 have been rewritten into one
document, with additions for authentication and dial-back. Brad Parker has been writing
the AppleTalk specifics and has changed the address negotiation so it has a better chance
of working. The specifications should be reviewed and commented on by those interested
in AppleTalk and PPP.

The following specifications are available in the Internet-Drafts Directory on nic.ddn.mil or
nnsc.nsf.net

draft-ietf-pppext-appletalk-00.txt
draft-ietf-pppext-authentication-02.txt
draft-ietf-pppext-lcp-02.txt

MacIP

John Veizades and Tom Evans are negotiating over the final draft and will have it posted
by mid-February.

MIBs

People expressed interest in the following MIBs:

AppleTalk MIB+ transports and configuration
Local Talk Repeater

AT over PPP

AURP

ARAP

MacIP

AFP

Printer Server

DecNet over LT

Mac System MIB - informational RFC

Anyone interested on working on any of these MIBs should send their names and a proposed
Charter to the Apple-IP Mailing list. Peter Caswell and Garth Conboy from Pacer expressed
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intense interest in working on an AppleTalk Services MIB (Print, FileShare, etc.) Some
others expressed an interest in the ARAP Server MIB. Apple is also interested in helping
out on these, please contact Mike Ritter at MWRitter@applelink.apple.com and he will try
to get the correct parties together.

Karen Frisa from CMU has been volunteered to work on the AppleTalk MIB+ (by Steve
Waldbusser). There was general consensus that this MIB should cover all of Inside Ap-
pleTalk (except AFP) and that it should try to address the problem of router configuration.

Authentication for the AppleTalk MIB and routers was discussed. It was agreed that any
serious attempts should implement the SNMP security protocols. Since these are still in
the draft stages, vendors discussed what they are using today. Most routers implement a
trusted IP address. For SNMP over AppleTalk it was noted that, due to dynamic node
addressing, a trusted node address was unworkable, but that a trusted net number range
was basically equivalent to a trusted IP host list.

There is a “connectathon” at Apple which will test inter-operation of AURP, ARAP, and
SNMP over AppleTalk. Tools to exercise the implementations are available from Apple.
(For SNMP test tools (both over IP and AppleTalk) contact Blee@applelink.apple.com.)
Mike Ritter of Apple promised to try to get the source of the SNMP test tools released.
InterConn offered demo versions of their management console product that does SNMP over
DDP (and runs on a Macintosh). People who have SNMP Agents should talk to InterConn
about incorporating their MIBs into the product.

AURP

Alan Oppenheimer reported that AURP router operational experience with several univer-
sities was being set up. For AURP test tools contact Oppenheimel@applelink.apple.com.
He also has copies of a document for the routing protocol and update state diagram.

Alan has withdrawn the AURP draft from the IETF standards track. He is working on
an AURP document with APDA that will be an Apple standard and recommended that
an RFC should be written that describes how to run AURP on the Internet. The APDA
document will also be published as an informational RFC.

The MIB description for AURP was sent out to the list - please send comments to Alan
and the list.

AppleTalk Directorate

John Veizades promised to be an open and unbiased Working Group Chair and professed
an ability to keep things confidential if requested. He asked two questions:

1. What would an AppleTalk Directorate be? and
2. What is the process and what concerns do people have?

Frank Slaughter volunteered his thoughts. He was disgruntled because he thought the Group
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was working on an open standard (AURP) and it turned out to be an Apple standard. He
does not want to work on Apple standards, but does want to work on open standards. He
said everyone was standardizing on TCP/IP for wide-area connectivity because the IETF
process really works. He said the difference between vendor and IETF standards are that
an IETF standard has an open forum available to work on it, try it out, and later it’s
declared officially done by the IAB. A vendor specific standard has the vendor product and
the protocol done at the same time. He thought that to make AppleTalk really usable
for wide area connectivity and large networks the IETF open standards process must be
adhered to.

Greg Minshall, from Novell said that in the IETF this Group is unique in that it is very
vendor specific. The only reason there is interest in making these protocols open is because
of the number of Macintoshes there are in the market. He suggested that Macintosh-to-local
routers as opposed to Router-to-Router would be a logical place to split the ownership of
the protocol. He also reminded people that what is done in the Group relates to all Apple
products. Don’t get too idealistic about how working groups work and the problems that
do or do not follow. Greg felt that it was wrong to attempt to do everything in this one
Group and recommended that the Group split into separate working groups and have a
specific Charter for each topic.

John Veizades pointed out that splitting working groups into other existing Directorates
may cause problems because the Directors don’t know anything about AppleTalk.

Jonathan Wenocur seconded the idea of splitting up into separate working groups and
recommended that when an issue comes up it should be made clear where the future control
of a protocol lies - will it be an IETF protocol or will it be an Apple standard?

Frank Slaughter wanted the Group to make this statement: “Things that are done by this
Working Group are open standards and that is what we are working towards.” There was
general consensus that this was correct.

Alan Oppenheimer said that AURP 2.0 could be a standard protocol of the IETF, Apple
can put it under the IETF’s control.

Frank Slaughter said that he does not feel the need to have Apple’s stamp of approval for
future work.

John Veizades summarized that the Working Group has carved out a niche that it is willing
to work on open standards for AppleTalk solutions (under IETF control) and doesn’t require
Apple’s approval. Apple can be a participant just like any other vendor. There was general
consensus that this was correct.

Greg Minshall put forth that the IAB doesn’t want to take over Apple protocols that Apple
wants to keep proprietary.

Bob Morgan asked if there was really a need for an AppleTalk Directorate that stays around
to guide all of the working groups in this area.
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Jonathan Wenocour said that a Directorate is important because of AppleTalk integration
into IP areas (AURP, KIP, CAP, etc.) The IETF would feel safer with more control over
AppleTalk, especially with the possibility of large AppleTalk internets tunneling through
the Internet, but there is the potential for conflicts with Apple.

John Veizades pointed to the work being done for AppleTalk over PPP. He said that this
Group can do important work without touching on what’s inside AppleTalk or other Apple
proprietary protocols. He said the Group is wildly enthusiastic about being able to do work
in areas that are not Apple proprietary protocols and everyone agreed.

John Veizades recommended that someone should write up a Working Group Charter for
the following areas if they were interested: AppleTalk interior (and exterior) routing pro-
tocols that scale better than the present one, network management and MIBs, AppleTalk
over PPP, AppleTalk over a variety of link layers, wide-area naming, and configuration
management and any other areas that people thought needed work on.

Greg Minshall posed the question: Does Apple have an obligation to cede a protocol or tell
the Working Group that they are working in the same area? He answered it by saying that
it was impossible to expect this. What working groups do are open standards, what Apple
does can be Apple standards. In addition he recommended that the working groups have
Charters and limit their discussions to the Agenda.

The next meeting will be held in March during the IETF Plenary in San Diego.
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CURRENT MEETING REPORT

Reported by John Veizades/Apple
Minutes of the IP over AppleTalk Working Group (APPLEIP)

The following subgroups made presentations at the Apple-IP Working Group meeting.

MaclP - Encapsulation of IP Datagrams in AppleTalk Networks

The MacIP Group decided to wait for a new proposal from Tom Evans at Webster Computer
Australia to make any further determination on the status of this protocol.

SNMP over AppleTalk

There are currently at least five implementations of SNMP over AppleTalk. The document
is final and will be moved to the proposed standard level. Some discussion of this protocol
occurred in the OSI area meeting on SNMP over protocols other than IP.

AppleTalk over X.25

The specification of AppleTalk over X.25 will be worked on by Apple Computer. It is
suggested that the specification for IP over X.25 be considered.

AppleTalk over PPP

The protocol proposal for AppleTalk over PPP was discussed and various minor changes
were made. The document will be resubmitted.

AppleTalk MIB +

The proposal for the follow on AppleTalk MIB was discussed and various issues as to the
ability to use this MIB for configuration were raised. There is no clear view that this MIB
is any where near final and further discussion of contentious issues will be discussed on the
mailing list.

AppleTalk Half Router MIB

The AppleTalk half router MIB is an extension to the MIB + proposal. These issues should
be incorporated in the MIB+ document.

AppleTalk File Sharing MIB

The proposal for a AppleTalk File Sharing MIB was presented. The MIB will be posted
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to the mailing list and comment will be solicited from various AppleTalk File Sharing
implementors.

AURP

There were no outstanding issues related to AURP. Field trials of the protocol are contin-
uing.

AA Protocol

Distribution of router configuration information to interested routers. The AA protocol
proposal is available for implementation.

There was considerable discussion on the breaking up of the IP over Appletalk Working
Group into several working groups. Issues of how this would effect the ability of the various
groups to fit within the framework of the IETF is at issue as well as how this Group would
relate to the direction and control that Apple Computer would want to retain over the
protocols. The representative from Apple will report to the Group as to the relationship
between Apple and its developer and user community after these issues are discussed within
Apple. The Working Group Chair will work with the IAB and IESG to better understand
the relationship between this Group and its governing body. The disposition of these issues
will be reported on the mailing list when more is known.
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3.2.4 IP over Asynchronous Transfer Mode (atm)

Charter

Chair(s):

Robert Hinden, hinden@eng.sun.com

Mailing Lists:

General Discussion: atm@bbn.com
To Subscribe: atm-request@bbn.com
Archive: Send message to atm-request@bbn.com

Description of Working Group:

The IP over ATM Working Group will focus on the issues involved in running
internetworking protocols over Asynchronous Transfer Mode (ATM) networks.
The final goal for the Working Group is to produce standards for the TCP/IP
protocol suite and recommendations which could be used by other internet-
working protocol standards (e.g., ISO CLNP and IEEE 802.2 Bridging).

The Working Group will initially develop experimental protocols for encapsu-
lation, multicasting, addressing, address resolution, call set up, and network
management to allow the operation of internetwork protocols over an ATM
network. The Working Group may later submit these protocols for standard-
ization.

The Working Group will not develop physical layer standards for ATM. These
are well covered in other standard groups and do not need to be addressed in
this Group.

The Working Group will develop models of ATM internetworking architectures.
This will be used to guide the development of specific IP over ATM protocols.

The Working Group will also develop and maintain a list of technical unknowns
that relate to internetworking over ATM. These will be used to direct future
work of the Working Group or be submitted to other standard or research
groups as appropriate.

The Working Group will coordinate its work with other relevant standards bod-
ies (e.g., ANSI T1S1.5) to insure that it does not duplicate their work and that
its work meshes well with other activities in this area. The Working Group will
select among ATM protocol options (e.g., selection of an adaptation layer pro-
tocol) and make recommendations to the ATM standards bodies regarding the
requirements for internetworking over ATM where the current ATM standards
do not meet the needs of internetworking.

Goals and Milestones:

Done

First Meeting. Establish detailed goals and milestones for Working
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Group.
Jan 1992  Circulate drafts of IP over ATM Specifications.

Mar 1992 Review approaches to running IP over ATM.
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CURRENT MEETING REPORT

Reported by Bob Hinden/Sun
Minutes of the IP over Asynchronous Transfer Mode Working Group (ATM)

Over 100 people attended the IP over ATM Working Group meetings at the San Diego IETF
Meeting. The Group met for three consecutive morning sessions. Topics on the Agenda to
be discussed at the meetings included the following:

Relationship with T1S1

Encapsulation Proposals

Addressing Approaches

Mapping Network Layers to Data Link Layers
ATM Signaling

IP/ATM MIB

Congestion Avoidance/Flow Control

Type of Service and Quality of Service
Multicast

The Working Group agreed to initiate forming an official liaison with the ANSI T1S1.5.
The Chair will draft a letter that after IESG/IAB approval will be sent to the Chair of
T1S1. The Group also discussed forming a relationship with the ATM Forum. The Chair
was tasked to investigate this and report back to the Working Group.

Juha Heinanen’s encapsulation proposal was discussed at great length. The proposal con-
sisted of several approaches for multiprotocol encapsulation over ATM Adaptation Layer 5
(AALS5). After much detailed discussion the Group agreed that a revised version of the doc-
ument would be produced that documents the reasonable approaches. This would include
three approaches:

1. Virtual Circuit Multiplexing
2. NLPID/SNAP Based Multiplexing
3. LLC/SNAP Based Multiplexing

This document will be published initially as an Internet Draft and then as an Experimental
RFC. After we obtain some experience with these approaches, the Group will select one
or more for standardization. Another encapsulation approach discussed by the Working
Group was to use the BISDN I.cls encapsulation used by SMDS. This will be documented
in a separate document.

There was general discussion on addressing and signaling approaches. Several people pre-
sented their views and what is available in BISDN. There was also the beginnings of a
discussion on what is required for ATM routing. All of these topics will be explored further
at future meetings.
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3.2.5 IP over FDDI (fddi)

Charter

Chair(s):
Dave Katz, dkatz@merit.edu

Mailing Lists:
General Discussion: FDDIQmerit.edu
To Subscribe: FDDI-request@merit.edu
Archive:

Description of Working Group:

The IP over FDDI Working Group is chartered to create Internet Standards for
the use of the Internet Protocol and related protocols on the Fiber Distributed
Data Interface (FDDI) medium. This protocol will provide support for the wide
variety of FDDI configurations (e.g., dual MAC stations) in such a way as to
not constrain their application, while maintaining the architectural philosophy
of the Internet protocol suite. The Group will maintain liaison with other
interested parties (e.g., ANSI ASC X3T9.5) to ensure technical alignment with
other standards. This Group is specifically not chartered to provide solutions
to mixed media bridging problems.

Goals and Milestones:

Done Write a document specifying the use of IP on a single MAC FDDI station.
Aug 1990 Write a document specifying the use of IP on dual MAC FDDI stations.

Request For Comments:

RFC 1188 “A Proposed Standard for the Transmission of IP Datagrams over FDDI Net-
works”
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3.2.6 Multi-Media Bridging (mmb)

Charter

Chair(s):
Jeffrey Fitzgerald, jjf@fibercom.com

Mailing Lists:
General Discussion: mmbwg@fibercom.com
To Subscribe: mmbwg-request@fibercom.com
Archive:

Description of Working Group:

The Multi-Media Bridge Working Group has the task of addressing the function
of multi-media bridges within TCP/IP networks. This is viewed as necessary
at this time because of the proliferation of these devices.

The first goal of the Group is to document the multi-media bridge technology
and point out the issues raised by having these devices in a TCP/IP internet.
If there are problems which can be addressed the Group will work towards
resolving them and documenting the solutions.

Goals and Milestones:
Done Finalize Charter of Group.

Aug 1991 Document mulit-media bridging technology and its affect on TCP/IP Internets.

Aug 1991 Document issues to be addressed by Working Group.
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3.2.7 Point-to-Point Protocol Extensions (pppext)
Charter

Chair(s):
Brian Lloyd, brian@lloyd.com

Mailing Lists:

General Discussion: ietf-pppQucdavis.edu
To Subscribe: ietf-ppp-request@ucdavis.edu
Archive:

Description of Working Group:

The Point-to-Point Protocol (PPP) was designed to encapsulate multiple proto-
cols. IP was the only network layer protocol defined in the original documents.
The Working Group is defining the use of other network level protocols and
options for PPP. The Group will define the use of protocols including: bridg-
ing, ISO, DECNET (Phase IV and V), XNS, and others. In addition it will
define new PPP options for the existing protocol definitions, such as stronger
authentication and encryption methods.

Goals and Milestones:

None specified

Internet Drafts:

“Definitions of Managed Objects for the Point-to-Point Protocol”, 09/10/1990,
Frank Kastenholz <draft-ietf-pppext-pppmib-02.txt>

“The Point-to-Point Protocol Configuration Options: Negotiation of 32-bit
FCS”, 12/12/1990, Arthur Harvey <draft-ietf-ppp-32bitconfig-01.txt>

“The Point-to-Point Protocol: LLC over PPP”, 12/12/1990, Arthur Harvey
<draft-ietf-ppp-llcoverppp-01.txt>

“Point-to-Point Protocol Extensions for DECnet Phase IV”,06/04/1991, Steven
Senum <draft-ietf-pppext-decnet-00.txt>

“The Point-to-Point Protocol for the Transmission of Multi-Protocol Data-
grams Over Point-to-Point Links”, 07/01/1991, W A Simpson <draft-ietf-
pppext-lep-03.txt>

“The PPP Internet Protocol Control Protocol (IPCP)”, 07/01/1991, G Mc-
Gregor <draft-ietf-pppext-ipcp-03.txt>

“Proposed AppleTalk Control Protocol (ATCP)”, 07/08/1991, Brad Parker
<draft-ietf-pppext-appletalk-01.txt>
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“The PPP OSI Network Layer Control Protocol (OSINLCP)”, 07/25/1991, D.
Katz <draft-ietf-pppext-osinlcp-00.txt>

“PPP Authentication Protocols”, 07/25/1991, B. Lloyd, W.A. Simpson
<draft-ietf-pppext-authentication-03.txt>
“PPP Link Quality Monitoring”, 12/30/1991, W. A. Simpson <draft-ietf-pppext-

lqm-01.txt>

Request For Comments:

RFC 1220  “Point-to-Point Protocol Extensions for Bridging”
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Reported Brian Lloyd/Lloyd and Associates
Minutes of the Point-to-Point Protocol Extensions Working Group (PPPEXT)

IETF PPP

AppleTalk
LQM

MIB

IPX

DEChnet

CLNP
Physical Layer

Brian Lloyd distributed a memo titled “The PPP Internetwork Packet Exchange (IPX)
Control Protocol” submitted by Novell. Karl Fox distributed a PPP Pocket Reference card
from Morningstar Technologies.

There will be a delay in the issuance of an RFC for LCP, IPCP, and Authentication due to
an oversite within the JAB. However, there are not going to be any changes to the drafts
prior to them becoming RFCs, so it is safe to implement, and still be in compliance.

Questions regarding IP Address Negotiation. The implementor needs to support old format
until PPP becomes a full standard. First check to see if the peer is using the old format.
If so, negotiate IP addressing using the old algorithm. This procedure applies until PPP is
a full standard. After that, support will not be provided for old algorithms for IP address
negotiation. If you do IP you need to go ahead and do the new IP address negotiation
scheme.

Each of LCP, IP Control, LQM, and Authentication have their own document.

Brian asked, “How many here are actively working to implement PPP?” Approximately
twelve hands went up.

As for penetration in the market it was noted that BARRnet now runs PPP on links to
member sites.

AppleTalk

Brad Parker of Cayman presented an updated draft of his AppleTalk over PPP document.
There was some feedback from Bill Simpson and Chris Ranch. The document was forwarded
to the IETF drafts mailing list. It received a good review from AppleTalk community,
supports ARAP. Will support router to router half routing. The document will be placed
on Merit.edu and Angband.stanford.edu in addition to the usual places.
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Link Quality Monitoring (LQM)

The previous version of LQM was not widely implemented so major changes were deemed
acceptable (this choice was made at the Santa Fe IETF meeting). As a result the general
mechanism was redefined and should be able to determine if a synchronous link is up. Flow
control monitoring is not recommended for asynchronous links. LQM is useful for high
speed point-to-point links between router vendors. LQM will give continuous information
on the state of the link. This is good for OSPF type link state relative protocols.

PPP MIB

Frank Kastenholz of Clearpoint updated the MIB for PPP. Discussion has been open on the
mailing list. Frank presented an update. PPP is a complex protocol so the MIB grew to
almost 200 variables. Frank says this MIB has to be trimmed down, but others are asking
for more. This MIB doesn’t even address AppleTalk, DECnet, or CLNP.

It was asked whether this MIB should cover NCPs.

Frank drew on the overhead. There were four columns: Protocol, Mandatory, Conditional
Mandatory (if you are trying to control PPP instead of just monitor), and Optional. This
graph allowed the members of the Working Group to assign each variable to a category.

One reason to have lots of MIB variables is the need to configure PPP in routers via SNMP
(the router from NAT was used as an example since it is only manageable via SNMP). It
was suggested that all configuration variables be in the optional column and get rid of the
Conditional Mandatory column.

Discussion continued as to how necessary it might be to trim down the variables. It was de-
termined that MIB variables present for debugging purposes be discarded. Brian requested
that Frank Kastenholz, Bill Simpson, and Glenn McGregor meet to pare down the MIB
prior to the next day’s Working Group meeting.

IPX

Christopher Ranch of Novell took the floor to lead the discussion of IPX over PPP. The
Novell NCP has no options and this is in conflict with what Shiva has proposed. Brian rec-
ommended that Novell and Shiva hammer out the differences and produce a single unifying
document. The Working Group indicated that they wanted to see an address negotiation
and a compression option added to Novell’s proposal. Brian also asked Chris to consider
adding negotiation of a routing protocol IF he thinks it would be useful.

DECnet

There appeared to be no progress in the area of DECnet over PPP. Further work on this
subject is awaiting an implementation and/or a new draft document.
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OSI/CLNP

Bill opened discussion with the remark that there is a well-written document for which
there are no implementations. This is a no-option document that differentiated between the
three different kinds of CLNP. This will be re-addressed when there is an implementation.
Christopher Ranch will forward requests on this to the correct person at Novell who is
beginning an implementation.

Bridging

Fred Baker is looking for implementation experiences to document. 3-COM has done bridg-
ing over PPP. Currently the document needs to:

1. Clarify the concept of a virtual ring, and
2. Tighten up the language.

32-BIT FCS

Bill Simpson stated the issues with 32-bit FCS. These being that DEC owns patents on a
procedure of combining the 32bit and 16bit FCS into a 48bit FCS to be used while 32bit
FCS is being negotiated. Noel Chiappa said that DEC will make a license to their process
freely available. DEC will provide a general grant of right to use the technology and will
provide a letter to the IETF stating so.

Action Item: Karl Fox of Morningstar Technologies, (a vendor company with an imple-
mentation), is going to take the task of getting the letter from DEC releasing the rights to
the process to the world.

Physical Layer

Where/how to handle the physical layer information. The PPP mailing list concluded that
the LCP layer is not the place. Bill Simpson stated that PPP is supposed to run over
anything; in other words if you have two wires you should be able to run PPP. Brian Lloyd
suggested the need for an implementation reference. There was agreement to this. Someone
said this should be an informational RFC. Items to be covered included: PPP SYNC
interface with an eye towards RS232, V35, V36, RS422/RS449; async implementations;
switched circuits, i.e., Hayes compatible, X21, V25bis dialing; and definition of physical
layer up/down determination; etc. Questions presented:

o How are we going to deal with ISDN? This is a topic of future discussion and work
with the IPLPDN Working Group.

e Chat scripts and dealing with a login sequence on an async link. What is the other
end going to send?

MIB Revisted

Frank took the floor to revisit the issue of MIB variables. Together with Bill Simpson,
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Glenn McGregor, and some input from Jeff Case they got the number of variables to just
over a hundred. This is down from 196. They did not deal with every section, and some
still need to be added for AppleTalk, and IPX. It will be necessary to know if and what will
be monitored in IPX over PPP.

Changes: link extensions table is gone, FSM table(s) are gone, these were deemed to be
debugging information. It was decided that it made more sense to return the link quality
reports as a single aggregate MIB variable instead of permitting each field withing the LQR
to be queried separately. Individual variables in the LQR are not very useful by themselves
plus in order to make sense of the timely information it is necessary to see a complete
“snapshot” in one operation.

On the philosophy of configurable parameters: the choice seems to be, a rich set of “knobs”
or allowing the vendor to completely control the initial and desired state of the implemen-
tation. There was no hard-and-fast decision so it was left up to Frank to clean up what
was decided and to post all changes to the MIBs to the mailing list in a few weeks where
discussion will begin anew.
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3.2.8 Router Requirements (rreq)

Charter

Chair(s):

Philip Almquist, almquist@jessica.stanford.edu

Mailing Lists:

General Discussion: ietf-rreq@Jessica.Stanford.edu

To Subscribe: ietf-rreq-request@Jessica.Stanford.edu
Archive:

Description of Working Group:

The Router Requirements Working Group has the goal of rewriting the existing
Router Requirements RFC, RFC-1009, and a) bringing it up to the organiza-
tional and requirement explicitness levels of the Host Requirements RFC’s, as
well as b) including references to more recent work, such as OSPF and BGP.

The Working Group will also instigate, review, or (if appropriate) produce ad-
ditional RFCs on related topics. To date, Group members have produced draft
documents discussing the operation of routers which are in multiple routing
domains (3 papers), TOS, and a routing table MIB.

The purposes of this project include:

¢ Defining what an IP router does in sufficient detail that routers from
different vendors are truly interoperable.

¢ Providing guidance to vendors, implementors, and purchasers of IP routers.

The Working Group has decided that, unlike RFC-1009, the Router Require-
ments document should not discuss Link Layer protocols or address resolution.
Instead, those topics should be covered in a separate Link Layer Requirements
document, applicable to hosts as well as routers. Whether this Group will
create the Link Layer Requirements is still to be determined.

Goals and Milestones:

Done
Done
Done
Sep 1991
Oct 1991
Nov 1991

First Internet Draft version.
Second Internet Draft version.
Third Internet Draft version.
Fourth Internet Draft version

Final Internet Draft version.

Submission for Proposed Standard.
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Internet Drafts:

“Requirements for Internet IP Routers”, 09/17/1990, Philip Almquist <draft-
ietf-rreq-iprouters-03.txt>

“Ruminations on Route Leaking”, 07/25/1991, Philip Almquist <draft-almquist-
leak-00.ps>

“Ruminations on the Next Hop”, 07/25/1991, Philip Almquist <draft-almquist-
nexthop-00.ps>

“Type of Service in the Internet Protocol Suite”, 07/25/1991, Philip Almquist
<draft-almquist-tos-02.txt>

“Some Thoughts on Multi-Domain Routing”, 07/25/1991, Ross Callon <draft-
callon-routing-00.txt>

“IP Forwarding Table MIB”, 08/14/1991, Fred Baker <draft-ietf-rreq-forwarding-
05.txt>
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3.3 Network Management Area

Director(s):
e James Davin: jrd@ptt.lcs.mit.edu

Area Summary reported by James Davin/MIT

At the San Diego meeting of the IETF, seven working groups of the Network Manage-
ment Area held one or more sessions throughout the week. Also, three Birds of a Feather
sessions were held. Owing to a brief hiatus in pending MIB reviews, the SNMP Network
Management Directorate did not meet.

Chassis MIB Working Group (CHASSIS)

The Chassis MIB Working Group met for the first time at the San Diego IETF meeting,.
This Working Group will produce a document describing MIB ob jects for use in a “chassis”
— which is a collection of traditionally discrete network devices packaged in a single cabinet
and power supply. A chassis may comprise, for example, combinations of layer 1 repeater
elements, MAC layer bridges, or internetwork layer routers.

The Working Group discussed the optional items of its charter. It decided to address
the instrumentation of power supplies and other physical properties of a chassis box by
attempting to align existing proprietary MIBs in these areas. The co-chair will prepare a
distillation of such MIBs for consideration at the next meeting.

The Working Group also decided that development of an “aggregation MIB” for instru-
menting aggregate properties of a collection of network elements was worthy of effort but
that work in that direction should not be permitted to interfere with the highest priority
goal of the Group — to wit, a MIB to represent the mapping of logical network devices
onto the physical components of a chassis.

The Working Group heard two presentations about the possible shape of a chassis MIB.
Draft documents will be prepared and discussed at the next meeting.

DS1/DS3 MIB Working Group (TRUNKMIB)

The TRUNKMIB Working Group is chartered to formulate any necessary revisions to the
DS1 and DS3 transmission MIBs (RFC 1232 and RFC 1233) as these specifications are
considered for elevation from Proposed Standard to Draft Standard status. The Group
is considering those changes motivated by implementation experience and those motivated
by the desire to align with relevant work within ANSI T1M1. The Working Group dis-
cussed what changes to the MIB might be desirable in order to support both traditional
transmission interfaces as well as proxy representation of discrete CSU/DSU devices. The
Working Group also discussed identified conformance groupings of the MIB objects that
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better reflect existing implementations. A number of issues remain outstanding, and it is
hoped that these can be resolved by an email discussion of revised drafts.

Ethernet MIB Working Group (ETHERMIB)

The Ethernet MIB Working Group met to continue its work on conformance issues related
to the MIB for Ethernet-like transmission media. Discussion took a giant step forward with
the presentation of data on the implementation of objects defined in the current Ethernet
MIB. Based on this data, the Group decided to reduce significantly the number of required
MIB objects. The Group also worked on documenting the rationale for remaining ob jects.

Host Resources MIB BOF (HOSTMIB)

A Birds of a Feather session on SNMP instrumentation of host resources was conducted by
Steve Waldbusser of CMU. An emphasis in this discussion was the need for commonality
among existing proprietary MIBs that instrument various types of resources frequently as-
sociated with internet hosts (e.g., processing capacity, memory, disk space). The consensus
of those assembled was that internet hosts include not only Unix machines but also var-
lous types of personal computers. A number of participants attributed some urgency to
the need for commonality in this area, and many felt that forward progress was desirable.

Organization of a working group effort with a practical, limited scope and timeframe is
likely.

IEEE 802.3 Hub MIB Working Group (HUbmib)

This Working Group met to discuss the current draft of a SNMP MIB for 802.3 Repeater
devices. The Group resolved outstanding issues about the treatment of counter totals
for repeater implementations whose physical configuration may change dynamically. The
penultimate revision of the repeater MIB will be circulated via electronic mail for review
by the Working Group members. The Working Group also discussed strategies for devel-
oping SNMP MIB instrumentation for 802.3 medium access units based on recent IEEE
definitions.

Internet Accounting Working Group (ACCT)

This Working Group met in two sessions during the San Diego IETF meeting during which
the efforts of the Group were effectively concluded. The final revision of the Accounting
Architecture document will be prepared and reviewed by Working Group members via
electronic mail. This document is intended for publication as an Informational RFC. An
SNMP MIB to support the accounting architecture was discussed at the meeting. A final
revision of this MIB definition will be prepared to reflect comments made at the meeting
and will be reviewed via electronic mail. The final MIB text is intended for publication as
an Experimental RFC. With the successful completion of its charter, no further meetings
of this Working Group are anticipated.
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Multiplexing SNMP Agents BOF (MPLXMIB)

A Birds of a Feather session on composite SNMP agent implementations was conducted
by Karl Auerbach of Sun Microsystems. The purpose of the session was to discuss the
problem of SNMP agent implementations that may be composed of software units from
different sources. A comprehensive list of technical issues and constraints was presented
and discussed. At least five distinct approaches were identified as appropriate depending
on the goals of the implementor, the implementation environment, or other circumstances:

Strategies based on SNMP proxy using SNMP security mechanisms,
SMUX (RFC 1227),

DPI (RFC 1228),

Application software conventions, and

Operating system software technologies.

Remote LAN Monitoring Working Group (RMONMIB)

This was both the final session of the RMONMIB Working Group and the first “unofficial”
session of the Token Ring Remote Monitoring Working Group. Its Charter is to extend
the work begun in the Remote LAN Monitoring MIB (RFC 1271) to the domain of IEEE
802.5 Token Ring media. The Group spent much of its time discussing the first draft of
a MIB specification to support token ring monitoring. Among the issues raised was the
extent to which the defined instrumentation ought to be oriented towards promiscuous or
non-promiscuous models of token ring monitoring. Discussion of a revised version of the
specification will continue at the next meeting.

SNMP Agent Description BOF (SNMPAGEN)

This BOF on the utility and desirability of the notation described in RFC 1303, was con-
ducted by Dave Perkins of SynOptics. This notation is designed to document those respects
in which a particular SNMP agent implementation may deviate from standardized protocol
and MIB specifications. Part of the session was devoted to the identification and discus-
sion of possible problems or improvements to the notation itself. A recurring theme of the
session was whether the effect of the proposed notation would be more to document agent
“variations” or more to document agent “deficiencies.” Opinion was mixed on this issue,
and, accordingly, opinion was mixed on the desirability of this or like notations.

X.25 Management Information Base Working Group (X25MIB)

The X.25 MIB Working Group met twice during the San Diego IETF meeting. One session
focused on issues of MIB form and structure; another session focused on the X.25 protocol
functionality being instrumented. Based on this discussion, a penultimate revision of the
LAPB and X.25 Packet Layer MIBs will be circulated on the mailing list for final review
and closure. A remaining task for this Working Group is to rework the MIB instrumenting
IP over X.25 convergence functions to embrace recent work in the Internet Services Area
on multiprotocol use of X.25.
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CURRENT MEETING REPORT

Reported by Steven Waldbusser/CMU
Minutes of the Host Resources MIB BOF (HOSTMIB)
Agenda

e Introduce Charter and Mailing list
¢ Discuss goals

¢ Identify resources

e Plan for future work

e Straw Proposal

The session opened with the introduction of the proposed Charter. The purpose of the
BOF will be to explore interest in consolidating existing private vendor MIBs for SNMP
that instrument computer hosts. Such instrumentation represents non-network specific
information such as operational state and hardware and software configuration information.
This BOF will attempt to outline a plan for future activity in this area.

Because the Internet comprises a wide variety of workstation types, discussion will not
be confined to workstations that run Unix. The goal of such an activity would be to
improve interoperability in the Internet environment by consolidating the large number of
SNMP SMI based objects which have been and are being created by a number of vendors
in this area. Some attempt will be made to identify those areas of existing workstation
instrumentation in which the desire for commonality is most urgently felt. The mailing list
for this Group is: hostmib@andrew.cmu.edu. Addition and removal request should be sent
to hostmib-request@andrew.cmu.edu.

The Group discussed the goals for this effort. Several goals outlined in the Charter were
reiterated:

e Goal 1: Improve interoperability by consolidating existing vendor MIBs.

e Goal 2: Any objects should be common across platforms (e.g., Unix, DOS, Mac).

e Goal 3: Identify the most urgent areas and solve them quickly. The desire for time-
liness, was felt rather strongly by the Group.

A discussion then ensued to attempt to identify the scope of this process. It was noted that
there are many problems to solve, some of which are very complex, and others which are
more general in nature than instrumentation of hosts.

It was also unclear what comprises a host, but it was noted that focusing on “personal
computers” or “workstations” was most important and makes it much easier to find com-
monality.

It was proposed that the most important instrumentation would cover:
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e Operational state/performance
e Hardware configuration
e Software configuration

Furthermore, the focus would be on the following parts of a “host”: CPU, memory, disk,
devices, and software (OS, drivers, applications).

The Group agreed that a model should be prepared to support this work.

The Group then began identifying resources for this work. Many existing MIBs (and related
specifications) were identified including:

Character MIB

Unix MIB (Marshall Rose)
Unix MIB (UTK)

Unix MIB (U. of Colorado)
Apple System MIB

Unix MIB (HP)

Unix MIB (Dec)

Microcom LanLord

Racal Interlan

Unix MIB (Posix)

Netware 3rd party Lan inventory products

In addition, in order to judge if there was sufficient interest in moving forward with this
work, a show of hands was conducted as to who would participate in a Host Resource MIB
Working Group, if formed. A significant number of people (> 30) indicated that they would
participate.

The Group achieved consensus on the following plans for the future:

e Charter a Working Group (Action item: Waldbusser)
¢ Define a Model
e Write a MIB

In the remaining time, a straw proposal was outlined by Pete Grillo. This proposal defined
a model and a MIB that instrumented common ob jects for “Desktop” hosts.

Attendees

Miriam Amos Nihart miriam@ltning.enet.dec.com
Karl Auerbach karl@eng.sun.com

James Barnes barnes@xylogics.com

Ken Boggs boggsQralvmi2.vnet.ibm.com

Steve Bostock steveb@novell .com
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CURRENT MEETING REPORT

Reported by Ed Alcoff/The Wollongong Group

Minutes of the Multiplexing SNMP Agents BOF (MPLXMIB)

The meeting focused primarily on two issues, Multiplexing SNMP Agents and a Straw Man
proposal. The purpose of the BOF is to determine:

1.
2.

Whether SMUX or DPI are adequate.
Whether the proxy capabilities in secure SNMP are adequate.

. If neither (1) nor (2) are adequate, why not? In other words, what sorts of functions

do users think they need from a multiplexing SNMP agent?

What sort of solutions might exist?

e Are the solutions limited to the Unix operating system?
e Are the solutions generalized to cover Unix and other environments?

Goal: The goal of this BOF is to make an inquiry regarding the scope of the issue and the
range of potential solutions.

Discussion on the Straw Man Proposal covered the following nine points.

1.
2.

New MIB sub-trees may be attached *and* detached at any time.

Sub-trees may not be nested. In other words, an attached sub-tree may not have
dynamically attached lower level sub-trees.

. The master agent must not be required to have a priori knowledge of what is in

the subtrees. (In other words, that agent ought to be able to accept any arbitrary
subtree.)

Get-next must work across subtree boundaries.

Get-requests and Get-next requests must be allowed to have varBind entries which
refer to elements in multiple subtrees. In other words, a single get/getnext ought to
be able to fetch stuff in multiple sub-trees.

. A set-request ought to be able to contain varBind entries which refer to elements

in multiple subtrees. And the “as if simultaneous” requirement must be preserved
across subtrees. This one we might want to debate.

. The multiplexing scheme must be robust despite sub-agent failures. (i.e., a request

ought not hang forever if a sub-agent is non-responsive.)

. The multiplexing scheme need only support sub-agents on the same machine as the

primary agent.
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9. Multi-agent/multi-protocol capability: The multiplexing protocol ought to be de-
signed so that a given subordinate agent could support multiple superior agents. In

addition, the protocol ought to be rich enough that those superior agents aren’t just
SNMP agents.

Discussion

1. No one strongly disputed the need for dynamic growth or contraction of the MIB
tree.

2. It was pointed out that one may want to have different instances of a variable or group
“owned” by a different sub-agents. For example, each row of a table may be provided
by a separate sub-agent rather than having the entire table provided by a single sub-
agent. This appears to be a useful point of view. It is, however, significantly at odds
with previous thinking in which all instances of any given variable would be “owned”
by a single sub-agent.

3. A model was proposed in which there would be multiple, independent sub-agents
rather than a single master multiplexing SNMP agent. In this new model, each agent
would emit a start-up trap announcing its service address. A management station
would then address independent SNMP queries to the appropriate agent.

4. Problem with both SMUX & DPI was noted: Because of the uncoordinated activi-
ties of the various sub-agents, the correlation of sysUpTime with sub-agent derived
information may be weak and may vary unpredictably. It may be difficult, if not
impossible, to provide a useful correlation between time stamps (such as sysUpTime)
and readings of management variables.

5. A concern was raised whether effective network management requires that a manage-
ment station be able to issue an SNMP varBindList which has items spanning MIB
subtrees owned by separate sub-agents. One participant asked whether this was a
non-issue. In particular, does it really matter whether a query is split among agents
(or sub-agents) by the SNMP manager station itself or by a master agent? In further
discussion, it was suggested that since the agent is “closer” to the sub-agents it is in
a better position to know how to best partition queries. Partitioning by the agent
also has the advantage that get-next semantics can be preserved even where the next
lexicographic item lies across a sub-agent boundary.

Another participant commented that whenever a MIB is partitioned among sub-
agents, it is necessary to replicate at least the System group in each partition. Thus
it would be possible to retrieve timestamps which are correlated with the data values.

A question was raised whether the sysUpTime value of the various partitions need to
be synchronized. A well known pragmatist answered that on most hosts, it is quite
easy to keep the various instances of sysUpTime fairly well synchronized. This left
unanswered the question whether such synchronization is needed when the sub-agents
reside on separate processors.

6. Looking to practice, do people actually issue queries which deal with logically separate
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information bases (each of which presumably would be handled by a separate sub-
agent)? On one hand would one ever realistically want to ask about routing tables
and sendmail in the same SNMP query? Probably not. On the other hand, one
could conceive of a query which tried to correlate network traffic load with changes in
routing topology. And it is not unreasonable to believe that load measurement and
routing topology would be maintained in separate sub-agents.

It was pointed out that many SNMP managers do not recognize the notion that a
single managed device may contain multiple SNMP entities. Consequently, many
managers today present such devices on the user interface as if they were multiple,
separate devices.

7. It was asked to what extent existing multiplexed SNMP agents enforce the “as if
simultaneous” atomic requirements of SNMP Set-Requests. It appears that a signif-
icant number of existing multiplexed agents do not make this guarantee. This has
not, to date, appeared to have caused any operational difficulties. However, this may
be the result of simplistic user interfaces which limit set-requests to one value, pro-
prietary MIBs which are designed so as to avoid the need for atomic “sets”, or to
adolescent tools which do not yet push Set-Requests very hard.

8. There was discussion regarding the implementation burden on sub-agent writers. At
a minimum, there was a desire to avoid encoding and decoding ASN.1/BER. Alter-
natives suggested were XDR or simplified BER. If the agent-sub-agent interface did
not cross machine boundaries then one could even use internal, host specific data
formats.

Some people wanted to go further and isolate sub-agents from the issues of object
naming, object instancing, and lexicographic ordering. It was hoped that the agent-
to-sub-agent interface could be hidden behind a clean programming API. There was
no consensus, however, whether this is feasible unless done in the context of a specific
operating system.

9. DEC, HP, IBM, and Peer Networks quickly described their own methods of dealing
with some or all of the issues.

10. Marshall Rose described a means using the Secure SNMP protocols and MIB to
partition the management variable space among multiple sub-agents. Each “party”
would be mapped to a separate sub-agent. It was pointed out that this is really a
variation of the “completely disjoint agent” method #3, above.

Summary

There is strong interest in multiplexing SNMP agents. A number of multiplexing agents
or extensible agents have been constructed. Various attendees have built multi-protocol
agents and managers.

The requirements are not yet well understood. In particular, a significant number of at-
tendees were of the opinion that it is not necessary to preserve full SNMP query semantics
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across sub-agent boundaries or that it is acceptable for an agent to fail to honor the “as it
simultaneous” and atomic properties of SET requests.

Using the proxy facility of the forthcoming secure SNMP would easily and directly provide a
means to divide MIBs among separate sub-agents. But it would require that a management

station be aware of the MIB partions.

Attendees

Edward Alcoff
Steve Alexander
Miriam Amos Nihart
Karl Auerbach
John Ballard
James Barnes
Amatzia Ben-Artzi
Ken Boggs

Steve Bostock

Bill Bowman
David Bridgham
Theodore Brunner
Niels Brunsgaard
Lida Carrier
Jeffrey Case
Carson Cheung
Dave Cullerot
James Davin
Steve Deering
Kathleen Dodd
Billy Durham
Gary Ellis

David Engel
Michael Erlinger
Bill Fardy

Jeff Fried

Bob Friesenhahn
Shawn Gallagher
Kenneth Goodwin
Michael Grieves
Walter Guilarte
Tom Hemp
Ronald Jacoby
Manu Kaycee
Mark Kepke
Zbigniew Kielczewski

oldera@twg.com
stevea@iB88.isc.com
miriam@ltning.enet.dec.com
karl@Qempirical.com
jballard@microsoft.com
barnes@xylogics.com
amatzia@netmanage.com
boggs@ralvml2.vnet.ibm.com
steveb@novell.com
bill@hpprsd.mayfield.hp.com
dabQepilogue.com
tob@thumper.bellcore.com
nob@dowtyns.dk
lidaQapple.com
case@cs.utk.edu
carson@bnr.ca
cullerot@ctron.com
jrd@ptt.lcs.mit.edu
deering@xerox.com
kathy@gateway.mitre.org
durham@fishery.honeywell.com
garye@hpspd.spd.hp.com
david@ods.com
mike@lexcel.com
fardyQ@ctron.com
jmf@relay.proteon.com
pdrusa'!bobQuunet.uu.net
gallagher@quiver.enet.dec.com
goodwin@psc.edu
mgrieves@chipcom. com
70026.1715Qcompuserve.com
themp@ralvmil.vnet.ibm.com
rj@sgi.com
kaycee@ctron.com
mak@cnd.hp.com
zbig@eicam.qc.ca



132

Yoav Kluger
Rajeev Kochhar
Deidre Kostick
Walter Lazear
Scott Marcus
Evan McGinnis
Lynn Monsanto
Rina Nathaniel
Chandy Nilakantan
Chan-Ok O’Brien
Ayal Opher
Edison Paw
David Perkins
Jim Reinstedler
Sam Roberts
Kary Robertson
Jonathan Rodin
Dan Romascanu
Marshall Rose
Rick Royston
Jonathan Saperia
Mark Schaefer
John Seligson
Surinder Singh
Timon Sloane
Bob Stewart
Dave Thompson
Dean Throop
Chuck Townsend
Maurice Turcotte
Dono van-Mierop
David Waitzman
Timothy Walden
Jehu Westmark
Bert Wijnen
Preston Wilson
Steven Wong
Paul Woodruff
Frances Yeh
Henry Yip

CHAPTER 3. AREA AND WORKING GROUP REPORTS

ykluger@fibhaifa.com
rxk@3com.conm
dck2@sabre.bellcore.com
lazear@gateway.mitre.org
smarcus@bbn.com
bem@3com. com
monsanto@sun.com
rina!rnd!rndiQuunet.uu.net
csn@3com. com

chan@bilbo. jdssc.dca.mil
aopher@synoptics.com
esp@3com.com
dperkins@synoptics.com
jimrQub.com
sroberts@farallon.com
kr@concord.com
rodin@ftp.com
dan@lannet.com
mroseQdbc.mtview.ca.us
rick@lsumvs.sncc.lsu.edu
saperia@tcpjon.enet.dec.com
schaefer@davidsys.com
johns@ultra.com
singhQirv.icl.com
peernet!timonQuunet.uu.net
rlstewart@eng.xyplex.com
daveth@ingate.microsoft.com
throop@dg-rtp.dg.com
townsend@ctron.com
dnmrt@interlan.com
dono_vanmierop@3mail.3com.com
djw@bbn.com
tmwalden@saturn.acc.com
westmark@dsi.scri.fsu.edu
wijnen@vnet.ibm.com
preston@i88.isc.com
wong@took.enet.dec.com
biccdn!paulw@eros.uknet.ac.uk
fyehQrafael.jpl.nasa.gov
natadm!henry@uunet.uu.net



3.3. NETWORK MANAGEMENT AREA 133

CURRENT MEETING REPORT

Reported by David Perkins/SynOptics
Minutes of the SNMP Agent Description BOF (SNMPAGEN)

A Birds of a Feather session was held on Tuesday to present the contents of the recently
published RFC1303 and to gather feedback from the attendees. Leading the presentation
was David Perkins from SynOptics with assistance from Marshall Rose from Dover Beach
Consulting, one of the joint authors of the RFC.

RFC 1303, an informational document, proposes a method to describe the MIB objects
implemented by an SNMP agent using an ASN.1 macro. This concise and precise technique
provides a crisp communication between agent implementors and users of an agent.

The set of overheads that were presented are included in the Proceedings. The overheads
included a description of the proposal, uses of the proposal, problems with the proposal,
and suggested changes.

There were close to eighty people in attendance with a good mix of agent technology vendors,
managed device vendors (i.e., those who ship devices with agents), network management
system vendors, and users of network management systems.

The feedback to the presentation was generally that the proposal in RFC1303 was timely
and pretty much on the mark. However, most people found the proposal to have the
problems as presented in the BOF. The problems ranked in order of importance were: 1)
missing support for traps; 2) problems in applying to SMUX type agents; 2) incomplete
definition of syntax refinements; 3) document problems with row creation and deletion; 4)
fuzzy definition of MIB groups; and 5) potential for a large number of macro instances.

The attendees were urged to use the macro defined by the proposal to describe some agents
to determine if there was a good fit and report the results back to the authors. There
was some interest in forming a Working Group and taking the proposal on the standards
track. This action was not the intent of the BOF. Further consultation with the authors,
the Network Management Director, and interested parties was needed to determine a course
of action.
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/ Agent Description \
Agent Description BOF

A review of

RFC 1303: A Convention
for Describing
SNMP-based Agents

David T. Perkins, SynOptics
Marshall T. Ross, Dover Beach Consutting
17-mar92

Agent Description

Goals of Proposal

Goals are:

To describe with great precision the MIB objects
implemented by an Agent; and

Define a method for 8 management application to
determine those implemented objects.

For use by:
Agent implementors;
Management applications;
Managed device description literature; and

NG y,

Agent Description

Current Agent Descriptions

Ad hoc - question and answer, incomplete

User: What MIB(s) does your device implement?
Vendor: We support MIB-2,
User: All groups, Including EGP and TCP?

Vendor: Well, our device is an 802.3 repeater so we only support
system, Interface, at, ip, icmp, udp, and snmp groups.

User: Do you support writing to i{AdminStatus?

Vendor: Sorry, we don't.

User: Do you support creation of ipNetToMedia table rows?
Vendor: Sorry, we don't do that. But we are MIB-2 conformant.

\ Lots of work to find out an incorrect answer! )

/ Agent Description

New Method for Agent Description

In RFC 1303:

A new ASN.1 Macro called MODULE-CONFORMANCE is
defined.

For an Agent, it specifies implemented:
+ MIB MODULES;
« Groups within a Module;
» Variant objects; and

« Tables that aliow row creation.

A management application determines the agent's

Users of managed devices.

_/

Agent Description

Where Descriptions are Used

Interactions between Groups — Need effective communications
User asks for features ==> product marketing

Product marketing ==> agent implementor
decides on features

Agent implementor ==> NMS application implementor,
describes limitations  Product marketing

Product marketing ==> product user
describes features

user configures NMS ==> NMS applications use description

N

Agent Description

New Method vs Old Method \

Old:
« Ad hoc
« imprecise
« Incomplete
« No standard format

New:
« Standard parsable format
« High precision
- Concise
» Complete (mostly)

implemented MIB objects by inspecting the value of object
\ sysObjectiD. )
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Agent Description

~

Description Used By...

+ Agent implementors
- within an organization or 3rd party contractors
- can be usaed to generate agent MIB data structures

« Testing organizations
- within an organization or 3rd party
- can be used {o generate test scripts

+ Vendors of managed devices
- part of product description

» Management station application implementors
- decisions based on optional and mandatory groups
- checks for Implementation of required objects
- checks for limitations of key objects

/ Agent Description \

Management Station Use

- Computer readable agent descriptions are ioaded into network
management station (NMS) database - (which can be ASCII
file/SQL database/proprietary binary).

+ Computer readable MIB definitions areloaded into NMS
giataba)se - (which can be ASCI! file/SQL database/proprietary
nary).

+ Information about managed devices such as name, network
address, security parties and keys, and agent description
loaded into NMS database.

- Applications when run use NMS databases to determine if they
can pertorm the desired task by comparing needed MIB
objects with those in agent description.

Agent Description \

Agent Description Format

+Uses ASN.1 Macro
+ One or more macro instances per ASN.1 MODULE

« Macro definition given in RFC1303
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Agent Description

\

Description Used By, continued..

+ Operators of management stations
- to know what an agent implements, so can choose
application to use
- determine if deviation is a bug or a limitation

« Purchasers of managed devices
- what MIB objects and exceptions or extensions are in the
managed device
- easy basis for choice

» Managed device reviewers
- easy to determine management features
- easy to report and summarize comparisons

J

Agent Description
Network Management Station Use
% 7 NMS Applications
7 E
P— NMS Dezabases
Network Managemeat Stason

/ Agent Description \

Macro Syntax

G

Syntax of Macro in BNF format:

moduleConformance =

descrName MODULE-CONFORMANCE

“LAST-UPDATED" utcTime

"PRODUCT-RELEASE" releaseDescr

"DESCRIPTION" agentDescr

{ SUPPORTS moduleName
“INCLUDES" “{" groupName [~ groupNamae}.. "}”
{ variation}... }...

= oidValue

Where:
descrName - name of Instance of Conformance macro
utcTime - quoted time In YYMMDDhhmmZ format
Descr - quoted ip of the p release
agentDescr - quoted description of the agent

moduleName - name of a MIB module

K groupName - name of & group within a MIB module J




Agent Description

Macro Syntax, continued..

variation =
“VARIATION"
{ "SYNTAX" syntaxVariation ]
{ "WRITE-SYNTAX" writsSyntaxVaristion }
{ "ACCESS"™ accessVaristion }
[ "CREATION-REQUIRES" “(* colName [*,” colName].. )" ]
[ "DEFVAL" detvalVariation )
“DESCRIPTION™ variationDescr

objectName - name of an object within a MIB group
syntaxVariation - refined syntax for the object

J

Agent Description

Variation Examples

VARIATION ipDefaultTTL
SYNTAX INTEGER { maxttl (2S5) }
DESCRIPTION “Hard-coded to a specific value”

VARIATION ipRouteType
SYNTAX INTEGER { direct(3), indirect(4) }
DESCRIPTION “"Values limited"
VARIATION tcplonnState
ACCESS read-only
DESCRIPTION “Unable to to set this™

VARIATION ipNetToMediaEntry
CREATION-REQUIRES { ipNetToMediaPhysAddress }
DESCRIPTION “"Implementation limited to 25 entries®

Nl

WRITE-SYNTAX INTEGER ( invalid(2), direct(3), indirect(4) }

X

J

Agent Description

Reactions to Proposal
« Timely - can use today

+ Important - solves some major problems

- Only a few problems/controversial kems in proposal

~
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Agent Description

Macro Example

exampleAgant MODULE-CONFORMANCE

LAST-UPDATED 9202061223z~
PRODUCT-RELEASE “version 4.1"
DESCRIPTION “an example agent”
SUPPORTS RFC1213-M18 == MIB-II

INCLUDES { system, interfaces, at, ip, icmp,

udp, snap }
VARIATION ifAdminStatus
SYNTAX INTEGER { up(l), down(2) }

DESCRIPTION "Unable to set test mode”
VARIATION ipInAddrErzors

ACCESS not-accessible

DESCRIPTION “"Information not available®

:1:= { agentProfile 23 )

Agent Description

More Examples

Marshall Rose with more exampies...

N

/

\_

/

Agent Description

Recommendations
- Write agent descriptions on a small number of agents
- determine if proposal is a good fit

+ Consider how proposal would be used by network
management station platform and applications.

« Widen scope of people 10 review document

+ Send suggestions and questions to authors

/




Agent Description

Controversial Issues

- Problems/issues:
- missing support for Traps
- refinements for "syntax” not completely specified
- can objects be augmented
- row creation description has problems
- missing definition for row deletion
- groups are not well defined
- can not handle duplicate object names
- large of number of MODULE-CONFORMANCE instances
- overioading of value for sysObjectiD

N

\

J

Agent Description

Issues/Problems Detailed, continuec...

+ Refinements for “syntax” not completely specified

- As currently defined, there is a only given a list ot
“not all d" syntax refi t

- What are the allowed refinements other than those
given in the examples?

- Is the size of an OCTET STRING allowed to be
shortened?

- Is the range of an INTEGER allowed to be specified?

- Why are Gauges, NetworkAddresses, and Opaque
syntax types not restricted from being refined?

N

J

Agent Description

Issues/Problems Detailed, contnue..

« Row creation has "bugs" in specification
- ASN.1 macro has missing “empty" clause

- Description of clause and examples of macro don't
match.

- Easy to fix

\
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Agent Description

Issues/Problems Detailed

+ Traps not supported
- Traps are part of the definition of an Agent.

- Need to specify which Traps are generated by an
Agent.

- Need mechanism to define trap variations, that Is,
which variables are not returned and which
additional variables are returned with a trap.

-

.

Agent Description

Issues/Problems Detailed, continues..

- Can objects be augmented, not just refined?

- Proposal has rules only for refining objects

- Are there valid ways to augment syntax?
* more enumerated values
* longer OCTET STRINGs
* greater ranges for INTEGERs
* semantics extended

- Can ACCESS of read-only be augmented to read-write?

- Can DEFVAL be changed if one s given in MIB?

N

_/

Agent Description

Issues/Problems Detailed, continues..

- Can row deletion clause be added?

- Older MIBs may have “strange” methods for row
deletion.

- Newer MIB objects typically use "status” column. if so,
then what value to use.




Agent Description

Issues/Problems Detailed, continued...

.+ Groups are not well defined
- No formal definition of a "group™ in SMI.
- Obvious for simple MIB organizations. s ol
- What are the definitions for "complex” @"twlsted" MiBs?
- Examples:

*te n N

Geoup widia & powp s u v
Table withis & group

Agent Description

Issues/Problems Detailed, continues..

« Large of number of MODULE-CONFORMANCE Instances:

- becomes very apparent when a managed device can
have different configurations - new instance for each.

- any ditference means a new instance even though the
change is very small.

- current mechanism requires compite/LINK time
knowledge of agent's objects.

- special mechanisms needed for runtime definition of
agent's objects.

- Example: four collections become seven instances

g

/ Agent Description \

Proposed Changes

- Solution for Trap variations:
* Add "TRAP" clause that specifies included traps.

* Add "TRAP-VARIATION" clause with sub-clauses "OMITS"
and "ADDS" to Indicate a list of omitted or added variables
to a trap.

* Syntax in BNF would be:

trapVariation =
“TRAP-VARIATION" trapName
ADOS™ " obj ["\" ob ]-"11

Agent Description

Issues/Problems Detailed, continueq..

« As currently written, different objects that have the same
textual name can not be specified.

- @ not common case, but still legal in proprietary MiBs.

Agent Description \

Issues/Problems Detailed, contines..

+ The value for object sysObjectiD is overloaded
- sysObjectlD is already used.

- adds to contusion of definition of sysObjectiD.

- sysObjectiD definition:
“The vendor’s authoritative identification of th rock b
lie., Agent) contained in the entity. This value is allocated within the SMI enterprises
subtrec (1.3.6.1.4.1) and provides an easy and i means for ing

‘whatkind of box * is being managed. For example, if vendor “Flinistones, Inc.’ was
assigned the subtree 1.3.6.1.4.1.4242, it could assign the identifier
1.3.6.1.4.1.4242.1.1 w0 its “Fred Router’”

- I8 the agent being identified or the hardware? )

/ Agent Description \
Proposed Changes, continues..

+ Solution for complete definition of refinements to "syntax” and
for augmenting objects:

- Disaliow refinements to Gauges, NetworkAddresses, and
Opaque syntax types.

+ Add list of allowed refinements Including:
- restriction of values for enumerated integers
- restriction of size of varying length OCTET STRINGs
- restriction of range of INTEGERS

+ Add list of augmentations
- access changes, where appropriate
- NO new enum values

roMITs”  *{" obj v obl 111
"DESCRIPTION" variationDescr
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- gize/range change

K - DEFVAL change )




Agent Description

Proposed Changes, continued...

» Solution for row creation/deletion:
« Fix syntax and examples in current proposal

+ Add new deletion clause that specities pair(s) ot
(object,value)

N

\

\

Agent Description

Proposed Changes, continued..

+ Solution for duplicate object names
« define to not use IMPORTs

* use "module.object” name for variables in traps

141

/ Agent Description

Proposed Changes, continues...

+ Solution for group definition:
« define groups

« modity and extend examples to show groups

o

_J

/ Agent Description

Proposed Changes, continues..

* Allow multiple "MIB Descriptions" per agent.

* Don't use object sysObjectiD to specify the "MIB
description”,

meaning since it no longer describes an agent.

N

+ Solution for LARGE number of MODULE-SUPPORT instances:

* Create a new table of "MIB Descriptions” in the SNMP group.
Columns would be: index of row in table, and contormance
id which is an OID of conformance macroe instance.

* Remove the “PRODUCT-RELEASE" clause or change its

\

_/
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CURRENT MEETING REPORT

Reported by Larry J. Blunk/Merit

Minutes of the Terminal Server Accounting and
Authentication BOF (TERMACCT)

Editors Note (md): These Minutes were inadvertantly omitted from the Santa Fe Proceed-
ings. We wish to extend our apologies to the Chair and to the members of the IETF for the
oversight.

The meeting began with a presentation of the Authentication, Authorization, and Account-
ing services currently provided in Merit terminal servers, and how these features are lacking
in commercial terminal server equipment.

Authentication was discussed and there seemed to be a consensus that Kerberos would
be the way to go. There was some question about whether terminal servers with limited
resources would be able to implement Kerberos (such as, how much ROM would it take?).

Authorization was mentioned as being a difficult issue. Kerberos V5 has hooks for au-
thorization, but currently provides no definitions. OSF DCE apparently provides some
authorization capabilities using Kerberos V5, but it is not clear how suitable it would be
for terminal servers.

Accounting and billing issues were discussed among which was the need to define accounting
and billing variables. There also may need to be interaction between the authorization and
accounting systems (to deny authorization for someone who has exceeded a usage quota,
for example). It was mentioned that the cost, in resources and real dollars, of accounting
needs to be weighed against the actual value of the service.

There was much interest in the notion of a “connection manager” which could provide a
common or customizable user interface. Such a manager would be run on a host machine
and would likely interact with the authentication, authorization, and accounting services.

The consensus of the BOF participants seemed to be that Merit should come up with a
requirements document for further discussion. It could then be determined whether a new
working group should be formed.
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CURRENT MEETING REPORT

Reported by Larry J. Blunk/Merit

Minutes of the Terminal Server Accounting and
Authentication BOF (TERMACCT)

Discussion began with the distinguishing features of a Network Access Server (NAS). The
concept of a NAS is considered to be an abstraction. For example, a Unix host with async
ports could very well be considered a NAS. The difference between a NAS and a router is
the notion of session based services which can be authenticated and authorized.

It was questioned whether the Authentication, Authorization, and Accounting (AAA)
servers would be running as separate servers or perhaps in the NAS itself. Again AAA
servers were viewed as a logical abstraction. The AAA servers could indeed be separate or
in fact all run on the same machine. Mention was made of the possibility of providing for
interdomain AAA services. Some thought that this should be of primary concern in the
design process. The DNS was used as example of a hierarchical domain of servers.

Propagation of authentication information was discussed. It would be desirable to not have
to re-authenticate the user for each service requested.

There were questions asked concerning how Kerberos could be used as the authentication
mechanism. While it would work fine for dumb terminals and PPP’s PAP protocol, PPP’s
CHAP protocol presents difficulties.

There was discussion of authorization and how configuration parameters are retrieved. Au-
thorization needs to be kept distinct from configuration. Authorization information could
be retrieved using a query and response mechanism or all at once. This is an implementation
issue.

The purpose of a NAS working group was discussed. Should it define the necessary stan-
dards, or use a liaison structure (similar to the Security Working Group)? While authenti-
cation and accounting are currently being addressed, there are no groups currently working
on authorization. This is a big issue. A NAS working group could specify NAS specific
authorization, but it would be desirable to make it extensible rather than limit it to NAS
use only. Some discussion was given to providing a mechanism for a common user interface.
It was generally agreed that this would be outside the scope of the group.

There was some speculation that the requirements for dumb terminal access and framed
serial line services differed substantially enough to warrant independent sub-groups. How-
ever, there were many who thought that there was enough common overlap to require a
single group. The name NAAAG was suggested as possible acronym for the group.

The consensus of the BOF was that a NAS working group is needed and that the require-
ments document needs to be further refined. It was also mentioned that those areas outside
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the scope of the working group should be defined. There is also need for communication
and coordination with existing working groups.
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3.3.1 Chassis MIB (chassis)
Charter

Chair(s):
Bob Stewart, rlstewart@eng.xyplex.com
Jeffrey Case, case@cs.utk.edu

Mailing Lists:
General Discussion: chassismib@cs.utk.edu
To Subscribe: chassismib-request@cs.utk.edu
Archive:

Description of Working Group:

This Working Group will produce a document describing MIB objects for use
in a “chassis” — which is a collection of traditionally discrete network devices
packaged in a single cabinet and power supply. A chassis may comprise, for
example, combinations of layer 1 repeater elements, MAC layer bridges, or
internetwork layer routers.

The Working Group is chartered to produce up to three distinct documents
that define extensions to the SNMP MIB:

(1) The Working Group is chartered to define MIB objects that represent the
mapping of the logical functions of traditional network devices onto particular,
physical hardware resources within the chassis. These MIB definitions will not
address any aspects of the network functions comprised by a chassis box that
are shared with an analogous collection of discrete network devices.

(2) The Working Group is chartered, at its option, to define MIB objects that
instrument the operational state of a power supply element in a chassis.

(3) The Working Group is chartered, at its option, to define MIB objects that
represent aggregated information about collections of network devices (e.g.,
aggregate information about devices attached to a particular LAN), provided
that this MIB specification is not specific to chassis implementatons of such
networks and is also readily implementable for analogous collections of discrete
network devices.

The MIB object definitions produced will be for use by SNMP and will be
consistent with existing SNMP standards and framework.

Although the Working Group may choose to solicit input or expertise from
other relevant standards bodies, no extant standards efforts or authorities are
known with which alignment of this work is required.

Because the structure of chassis implementations varies widely, the Working
Group shall take special care that its definitions reflect a generic and consis-
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tent architectural model of chassis management rather than the structure of
particular chassis implementations.

Should the Working Group elect to define objects representing aggregated in-
formation about collections of network devices, those efforts will not compro-
mise the operational robustness of the SNMP that depends on its realization
of management system function as closely as possible to centers of responsible
authority.

Goals and Milestones:

Mar 1992  Discuss the Charter and define the scope of the Working Group. In particular,
review all contributed MIBs and agreement on plan for producing baseline
document(s).

Jul 1992  Post the first draft of the Chassis MIB specification as an Internet Draft.
Jan 1993  Submit the Chassis MIB to the IESG as a Proposed Standard.
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CURRENT MEETING REPORT

Reported by Bob Stewart/Xyplex
Minutes of the Chassis MIB Working Group (CHASSIS)

Agenda

Welcome

Introductions

Review Charter

Chassis Information Model
Define Scope of Work
Review Contributed MIBs

— Keith McCloghrie, Hughes LAN Systems
— Donna McMaster, Synoptics
— Manu Kaycee, Cabletron

e Plan For Producing Baseline Documents
e Next Meeting Date and Location

The Group discussed the Charter, concentrating on the three work areas: mapping logical
functions to physical devices, power supplies, and aggregation. This discussion was limited
to the meaning of the Charter with technical discussion deferred to later in the meeting.

The major points regarding the Charter for logical to physical mapping (the Chassis MIB,
proper) were:

This is a “meta-MIB”, pointing to other MIBs.

Multiple instances of the same device may have “virtual agents.”
Any system in any slot may implement the Chassis MIB.

One agent may point all slots to the same agent.

The major points regarding the Charter for a power supply MIB were:

e “Power supply” may include environment, such as fans and temperature.

o “Power supply” most likely does not include items such as interrupt vectors and
memory jumpers.

e Environment perhaps should be a separate MIB.

¢ Discussion should stay focussed on a “network” chassis, not general VME, Multibus,
PC bus or such.
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Little was said at this point regarding aggregation.

Regarding the general constraints, the major points were:

e This is NOT the place for a VME MIB.
¢ Large companies, such as IBM, are not considered as standards bodies.
e For the sake of robustness, reliance on third parties is to be avoided.

The Charter was accepted as written.
The Group discussed the scope of work for a Power Supply MIB. The major points were:

e Many are interested having such a MIB, few are interested in working on it.
o A document is not useful if it does not result in widespread implementations.

e A poll of what current implementations provide obtained: state, backup, voltage,
current, etcetera ad nauseum.

e A Power Supply MIB might point to an Environment MIB.

o A Power Supply MIB is applicable outside a chassis, but a power supply in a chassis
is more important than in a single system.

e What is available across implementations resulted in a consensus for on/off status
and an average of 4/5 variables from about 25 companies.

e Who is actually using this information resulted in responses from Hughes, Digital,
Synoptics, Chipcom, Fibronics, NCR, and several others.

¢ Everyone who has such variables is to send relevant MIB segments to Bob Stewart
for compilation, including temperature, fans, and such.

The Group discussed the scope of work for aggregate information. The major points were:

o Widespread confusion over what this topic means concluded that this is to be an
assessment of “how is it (a Group of entities) working”.

e The answer to “Why with the Chassis MIB?” was because a chassis creates a well-
identified Group.

o The Group agreed the definition is still too vague, what constitutes a Group?

o Is there anything like this now? There is some CMIP work which will be one of our
proposals, along with two others.

e Examples of aggregation are total errors, total packets, and such.
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Jeff wants to do this.

Some specific examples are traffic in and out of a regional network, or the sum of
ifInOctets for a Group.

Might this solve the problem of SNMP management for non- SNMP devices not
necessarily in a chassis? No.

This is an interesting next step in network management, but may be beyond the
reasonable scope of this Working Group.

Synoptics has a MIB for the health of a device, set by rules.
The RMON MIB totals things, but is LAN-bound.

This looks like artificial intelligence.

In favor of this work, but shouldn’t be called “chassis.”

Does the rule of not defining objects deducible from others preclude this? No, that
was a rule for initial definition of MIB 1.

Conclusion was that this is useful, important work, many want to work on it and
want the product of that work.

The Working Group concluded that the Chassis MIB is of primary importance, a Power
Supply MIB is worth working on if there is enough common ground, and an Aggregation
MIB may combine in some ways with the Chassis MIB or may need to be separated so as
not to adversely effect delivery of a Chassis MIB, which is the primary deliverable. The
Working Group then turned to presentations of possible Chassis MIBs.

Keith McCloghrie presented a proposed Chassis MIB that he and Donna McMaster pre-
pared. The major points presented were:

Purpose is to manage a box with multiple modules. The box comprises physical
modules (slots), logical devices (repeaters, bridges, etc.), backplane “wires” (Ethernet,
Token Ring, FDDI, etc.), and power supply.

Physical devices are indexed by slot number. They have an object identifier for board
type (including empty and unknown), and a time of last insertion or removal.

Logical devices are integer indexed. They have a function (a sum of values such as
repeater, bridge, or terminal server), the device’s sysObjectId, and, for SNMP access,
an SNMP party object identifier or a community string and IP address. Issues here
included relationship to SMUX and UPD ports, non-IP addressing, and multiple
communities for get and set.

Backplane wires are integer indexed and have an ob ject identifier to indicate type.

A configuration table has an entry for each relation with a slot number, a logical
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device index, and a backplane wire index, meaning that (part of) the logical device is
in the slot and connected to the indicated backplane wire. Several such entries may
make up a single logical device.

e Concepts in the document but not on the original slides include a status object and a
null index to indicate lack of relevance, such as no backplane wire for a power supply.

¢ Additional issues include definition of “chassis”, generalization of “slot” to include
“physical device,” more information such as ifIndex or ifOperStatus, inclusion of
external “wires,” what is a proper device (such as a host), a directory of devices
beyond a chassis, and the number of tables (done to be concise).

Manu Kaycee presented a Chassis MIB being implemented as a private extension by Ca-
bletron. The major points presented were:

¢ Requirements are to support hub-based products, many-to- many associations, logical
and physical representations, physical partitioning of components and tables, MIB
discovery, multiple component instances, virtual chassis.

e MIB is very similar to Keith and Donna’s.

e Lacks map from logical device to backplane wires.
o Adds chassis type for agent-supporting device.

¢ Backplane includes VME or such.

¢ Has a slot count.

o Component table includes adminStatus (needs operStatus), string to pass with ini-
tialize command, name, software version, access policy.

e Slot table indexed by slot and component to give map. It includes slot class for
restricted slots, a unique module ID, and is empty if “chassis” is slotless.

e Includes a (controversial) MIB group table, indexed by slot, component, and Group
that can distribute the MIB-II ifTable across slots and could be VERY big.

o Thisis currently being implemented, Cabletron will share experience if that is helpful.

Jeff called for additional proposals. Two were offered to be submitted by mid April. The
first draft MIB is to appear as soon as possible after final call for proposals on mailing list.

The Working Group decided not to have an interim meeting, especially not at INTEROP.
Discussion will be via email.
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3.3.2 DS1/DS3 MIB (trunkmib)

Charter

Chair(s):
Tracy Cox, tacox@sabre.bellcore.com
Fred Baker, fbaker@emerald.acc.com

Mailing Lists:
General Discussion: trunk-mib@saffron.acc.com
To Subscribe: trunk-mib-request@saffron.acc.com
Archive:

Description of Working Group:

This Working Group will consider revisions to the DS1 and DS3 MIBs (currently
published as Proposed Stds in RFC 1232 and RFC 1233) in preparation for their
consideration as Draft Standards.

Consistent with the IETF standards process, the Working Group is chartered
to consider only those changes to the DS1 and DS3 MIBs that are based on
implementation experience or on the need to align with relevant ANSI T1M1
standards. In this context, the Working Group will thoroughly document the
implementation or alignment rationale for each considered change.

All changes made by the Working Group will be consistent with the existing
SNMP framework and standards — in particular, those provisions of RFC 1155
regarding addition and deprecation of objects in standard SNMP MIBs.

This Working Group will be a short-lived activity, involving a single meeting,
and will conclude its business no later than June 1992.

Goals and Milestones:

Mar 1992  Submit the DS1 document for the Network Management Directorate Review.
Apr 1992 Submit the DS1 MIB to the IESG for Draft Standard Status.

Mar 1992  Submit the DS3 MIB to the Network Management Directorate for review.
Apr 1992  Submit the DS3 MIB to the IESG for approval as a Draft Standard.

Feb 1992  Post a draft version of the new DS1 MIB to the Internet-Drafts Directory.

Feb 1992  Post a revised version of the DS3 MIB to the Internet-Drafts Directory.
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CURRENT MEETING REPORT

Reported by Tracy Cox/Bellcore
Minutes of the DS1/DS3 MIB Working Group (TRUNKMIB)

The Group discussed implementation experience of the DS1 and DS3 MIB. The following
items resulted from the discussion.

Feedback

Add Far End Information — as optional tables

Add more alarm information — ds1AlarmState

Consistency with standards — updated Terminology section
Can’t “CSU” MIB be used to manage other DS1 interfaces?

Implementation experience was received on RFC1232 and RFC1233. Vendors wanted the
definitions of the counters to be consistent with T1M1 standards. The Working Group
agreed that the definitions should be updated. However, if the documents should conflict,
vendors should follow the definitions in the Internet DS1 and DS3 MIBs. Text was added
to the Internet Drafts to reflect this consensus.

Next, the need for far end information was discussed. Vendors requested that the far end
information received from the DS1 and DS3 signal be collected in the MIBs. The Working
Group agreed that this information should be added as an optional group. The Working
Group agreed to structure the MIBs into two groups, the:

o DS* Near End Group which is mandatory and
e DSx Far End Group which is optional.

The Near End Group contains Configuration, Interval, Current, and Total tables. The Far
End Group contains Configuration, Interval, Current, and Total tables.

The Working Group also reviewed the request from a vendor that more configuration in-
formation be added to the Configuration Table. The Working Group agreed that this
information is important; however, it should not be contained on the SNMP agent on the
device. The Network Management Station should have this information in its database.
Therefore, the configuration information will not be added to the MIBs. This is only true
for the Near End Group. Since, the configuration information from the Far End is received
from the incoming signal, the Far End Configuration Table does contain this information.
Therefore, the Far End Group does contain configuration information. Only the circuitID
object is contained in the Near End Configuration Table.

Based on vendor requests and consistency with T1M1 standard, some objects were depre-
cated, and new objects were added. This is true for both DS1 and DS3 MIBs.
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e ds*Loopback has been deprecated.

¢ A new object has been added called ds*NewLoopback, which better describes the
loopback capabilities of a DS* interface on a device.

o ds*YellowAlarm has been deprecated.
¢ ds*RedAlarm has been deprecated.

¢ A new object has been added called ds*LineStatus. This object better describes the
status (e.g., alarm state and loopback state) of a DS* interface.

¢ Only the ds3IntervalCSSs, ds3CurrentCSSs, and ds3TotalCSSs have been deprecated,
because these counts are not collected on DS3 interfaces. They are retained in the
DS1 MIB.

o Additional objects and status are necessary to fully support E1; NewBridge will
supply details, to be edited into the DS1 MIB.

The Internet Draft will reflect these changes.

Also, vendors requested that the DS1 and DS3 MIBs be used to manage devices other
than CSUs. Therefore, the MIBs are updated to reflect this request. The MIB manages
DS1/DS3 interfaces.

The following objects have been changed to reflect this request:

¢ ds*CSUIndex has been renamed ds*Linelndex. This object is the identifier of a DS*
Interface on a device. If there is at least one ifEntry directly associated with the
DS* interface (e.g., if the DS* interface is used to communicate with the Network
Layer), it should have the same value as ifIndex. Otherwise, its value should exceed
ifNumber.

e ds*Index has been renamed ds*IfIndex. This value for this object is equal to the
value of ifIlndex from the Interfaces table of MIB II (RFC 1213). The utility of this
object is under discussion.

The fractional table was deprecated from the DS1 MIB, because no one implemented it or
wanted it.

Since the changes to RFC1232 and RFC1233 were on the borderline of being “too much?”,
the Group agreed to cycle at the Proposed Standard status. This implies that the Working
Group will have a longer life cycle than intended, probably on the order of a year.

New Internet Drafts reflecting these changes will be sent to the trunk-mib mailing list and
posted in the Internet Drafts directories; when consensus is achieved on the mailing list,
they will be forwarded to the IESG.
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3.3.3 Bridge MIB (bridge)
Charter

Chair(s):
Fred Baker, fbaker@Qemerald.acc.com

Mailing Lists:
General Discussion: bridge-mib@nsl.dec.com

To Subscribe: bridge-mib-request@nsl.dec.com
Archive:

Description of Working Group:

The Bridge MIB Working Group is a subgroup of the SNMP Working Group,
and is responsible for providing a set of SNMP/CMOT managed objects which
IEEE 802.1 Bridge Vendors can and will implement to allow a workstation to
manage a single bridged domain. This set of objects should be largely compliant
with (and even draw from) IEEE 802.1(b), although there is no requirement
that any specific object be present or absent.

Goals and Milestones:

Done Publish initial proposal
Done Submit an Internet Draft
Done Submit draft for RFC publication

Request For Comments:

RFC 1286  “Definitions of Managed Objects for Bridges”
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3.3.4 Character MIB (charmib)

Charter

Chair(s):

Bob Stewart, rlstewart@eng.xyplex.com

Mailing Lists:

General Discussion: char-mib@decwrl.dec.com

To Subscribe: char-mib-request@decwrl.dec.com
Archive:

Description of Working Group:

The Character MIB Working Group is chartered to define a MIB for Character
Stream Ports that attach to such devices as terminals and printers.

The Working Group must first decide what it covers and what terminology to
use. The initial thought was to handle terminals for terminal servers. This
directly generalizes to terminals on any host. From there, it is a relatively close
step to include printers, both serial and parallel. It also seems reasonable to go
beyond ASCII terminals and include others, such as 3270. All of this results in
the suggestion that the topic is Character Stream Ports.

An important model to define is how character ports relate to network inter-
faces. Some (a minority) terminal ports can easily become network interfaces
by running SLIP, and may slip between those states.

Given the basic models, the Group must select a set of common objects of
interest and use to a network manager responsible for character devices.

Since the goal is an experimental MIB, it may be possible to agree on a doc-
ument in 3 to 9 months. Most of the Group’s business can be conducted over
the Internet through email.

Goals and Milestones:

Done

Done

Done

Done

Mailing list discussion of Charter and collection of concerns.

161

Discussion and final approval of Charter; discussion on models and terminology.

Make writing assignments.
First draft document, discussion, additional drafts, special meeting?

Review latest draft and if OK, give to IESG for publication as RFC.

Request For Comments:

RFC 1316  “Definitions of Managed Objects for Character Stream Devices”
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RFC 1317 “Definitions of Managed Objects for RS-232-like Hardware Devices”

RFC 1318 “Definitions of Managed Objects for Parallel-printer-like Hardware Devices”
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3.3.5 DECnet Phase IV MIB (decnetiv)

Charter

Chair(s):

Jonathan Saperia, saperia@tcpjon.ogo.dec.com

Mailing Lists:
General Discussion: phiv-mib@jove.pa.dec.com
To Subscribe: phiv-mib-request@jove.pa.dec.com
Archive:

Description of Working Group:

The DECNet Phase IV MIB Working Group will define MIB elements in the
experimental portion of the MIB which correspond to standard DECNet Phase
IV objects. The Group will also define the access mechanisms for collecting the
data and transforming it into the proper ASN.1 structures to be stored in the

MIB.

In accomplishing our goals, several areas will be addressed. These include:
Identification of the DECNet objects to place in the MIB, identification of the
tree stucture and corresponding Object ID’s for the MIB elements, Generation
of the ASN.1 for these new elements, development of a proxy for non-decnet
based management platforms, and a test implementation.

Goals and Milestones:

Done

Done

Done

Done

Done

Jul 1991

Review and approve the Charter and description of the Working Group, making
any necessary changes. At that meeting, the scope of the work will be defined
and individual working assignments will be made.

Mailing list discussion of Charter and collection of concerns.

Review first draft document, determine necessary revisions. Follow up discus-
sion will occur on mailing list. If possible, prototype implementation to begin
after revisions have been made.

Make document an Internet Draft. Continue revisions based on comments
received at meeting and over e-mail. Begin ‘real’ implementations.

Review final draft and if OK, give to IESG for publication as RFC.

Revise document based on implementations. Ask IESG to make the revision a
Draft Standard.

Request For Comments:

RFC 1289

“DECnet Phase IV MIB Extensions”
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3.3.6 Ethernet MIB (ethermib)
Charter

Chair(s):
Frank Kastenholz, kasten@europa.clearpoint.com

Mailing Lists:
General Discussion: enet_mibQeuropa.clearpoint.com
To Subscribe: enet_mib-request@europa.clearpoint.com
Archive: Not available

Description of Working Group:

This Working Group is charged with resolving the outstanding conformance
issues with the Ethernet MIB in preparation for its elevation from Proposed to
Draft Standard status. Specifically, this Working Group shall:

(1) Develop a document explaining the rationale for assigning MANDATORY
status to MIB variables which are optional in the relevant IEEE 802.3 specifi-
cation (the technical basis for the Internet Ethernet MIB). This shall not be a
standards-track document.

(2) Develop an implementation report on the Ethernet MIB. This report shall
cover MIB variables which are implemented in both Ethernet interface chips,
and in software (i.e., drivers), and discuss the issues pertaining to both. This
report shall also summarize field experience with the MIB variables, especially
concentrating on those variables which are in dispute. This document shall not
be a standards-track document. While the Ethernet MIB is progressing through
the standardization process, this document shall be periodically updated to
reflect the latest implementation and operational experience.

(3) Work to reconcile the differences regarding MANDATORY and OPTIONAL
MIB variables with the IEEE 802.3 Management Specification.

(4) Extend explicit invitations to the members, reviewers, and participants of
the IEEE 802.3 committee to participate in the Working Group’s efforts. This
will ensure that as much Ethernet and IEEE 802.3 expertise as possible is
available.

(5) Maintain a liaison with the IEEE 802.3 committee. All documents produced
by the Working Group will be forwarded to the IEEE 802.3 committee for their
consideration as contributions to their efforts.

(6) Modify the “grouping” of variables in the MIB, in the light of the im-
plementation and operational experience gained, in order to effect the desired
conformance groupings.

This Working Group is chartered to make only changes to the MIB that fall
into the following categories:
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(1) Division of variables into MIB groups. This may necessitate adding or
deleting groups and conceptual tables and moving variables among said groups
and conceptual tables. Doing so may require the addition or deletion of vari-
ables necessary to support the conceptual tables (e.g., the ...Table, ...Entry,
and ...Index types of variables). These changes may be necessary to align the
MIB with the work of other standards bodies, the needs of implementors, and
the needs of network managers in the Internet.

(2) Changing the conformance requirements of the MIB groups in order to align
the MIB with the work of other standards bodies, the needs of implementors,
and the needs of network managers in the Internet.

(3) Deleting variables from the MIB on the basis of implementation and op-
erational experience showing that the variables are either unimplementable or
have little practical operational value.

The Working Group is explicitly barred from making changes to the definition
or syntax of objects nor may the Working Group add objects to the MIB except
as may be required by Point 1 above.

Goals and Milestones:

TBD Draft Variable Status Rationale document.

TBD Develop Implementation Report.

Internet Drafts:

“Implementation Notes and Experience for The Internet Ethernet MIB”,03/24/1992,
Frank Kastenholz <draft-ietf-ethermib-implexp-00.txt>

“Definitions of Managed Objects for the Ethernet-like Interface Types”, 03/24/1992,
Frank Kastenholz <draft-ietf-ethermib-ob jects-00.txt>
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CURRENT MEETING REPORT

Reported by Frank Kastenholz/Clearpoint

Minutes of the Ethernet MIB Working Group (ETHERMIB)

The Ethernet MIB Working Group met in San Diego on Tuesday, March 17th.

The Working Group reviewed the report on MIB variable implementation that had earlier
been posted to the mailing list (a copy is attached for the record). As a result of this review,
the Working Group has decided to make the following changes to the MIB:

1.

The dot3TestTdrValue object will be deprecated from the standard mib. There are
effectively no implementations of this object, and some chips were reported to return
an incorrect value for the TDR count.

. The dot3StatsInRangeLengthErrors object and the dot3StatsOutOfRangeLengthFields

object will be deprecated from the MIB. These objects were not widely implemented
and their utility in diagnosing network problems was strongly questioned.

. In addition to the the dot3InitializeMac object, and the dot3MacSubLayerStatus

object, the dot3MulticastReceiveStatus object, and the dot3TxEnabled object will
be deprecated from the MIB. These objects were not widely implemented and their
utility in diagnosing network problems was strongly questioned.

The dot3StatsExcessiveDeferrals object will be deprecated from the MIB. Only one
system implemented this object. Furthermore, its exact definition was called into
question.

. The dot3StatsSQETestErrors object received few implementations. However, the

Working Group strongly supported its retention in the MIB on the basis that certain
forms of transceiver and cable errors that are not uncommon can only be detected
with this counter.

. The collision histogram table (dot3CollTable) will be kept as an optional group, even

though the objects are not widely implemented nor is there hardware support on all
reported chips.

The implementation data presented at the meeting is:

MIB Implementation
Variable 1 2 3 4 5 6 7 8 9 10 11 Yesses

dot3InitializeMac CTCTN Y
dot3MacSubLayerStatus CT CTN C
dot3MulticastReceiveStatus C C Y C3Y C C C7TC7TN C
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dot3TxEnabled C C Y Y Y Y Y C7C7TN C 5
dot3TestTdrValue ¢ 1 C C4 C C C C4C4N C 1
dot3StatsAlignmentErrors Y Y Y Y Y Y Y Y Y Y Y 11
dot3StatsFCSErrors Y Y Y Y Y Y Y Y Y Y Y 11
dot3StatsSingleCollisionFrames Y Y Y N Y Y Y Y Y Y Y 10
dot3StatsMultipleCollisionFrames Y Y Y N Y Y Y Y Y Y Y 10
dot3StatsSQETestErrors Y ¢ ¢ C Y C C C C Y C 3
dot3StatsDeferredTransmissions Y C Y N Y Y Y Y Y Y Y 9
dot3StatslateCollisions C Y Y Y Y Y Y Y Y Y Y 10
dot3StatsExcessiveCollisions Y Y Y Y Y Y Y Y Y Y Y 11
dot3StatsInternalMacTransmitErrors Y Y Y Y Y Y Y Y Y Y Y 11
dot3StatsCarrierSenseErrors Y ¢ Y Y Y Y Y Y Y Y Y 10
dot3StatsExcessiveDeferrals C ¢ Y ¢ C C €C C C N C 1
dot3StatsFrameToolongs Y Y2Y Y C Y Y Y Y Y Y 10
dot3StatsInRangelengthErrors ¢ C C NS C Y Y C C N C 2
dot3StatsOutOfRangeLengthFields C € C C6C C C ¢ C N C ©
dot3StatsInternalMacReceiveErrors Y Y Y Y Y C C Y Y Y C 8
dot3CollCount Y Y C N N N N ¢ C N Y 3

dot3CollFrequencies Y Y ¢ XN N N N ¢ ¢ N Y 3
Yesses 13 11 16 11 15 14 14 11 11 12 13

Y Fully implemented, reports a truthful count, or
indication of state. All values may be written to the
variable with the expected action occurring.

N Not implemented at all. Would return a noSuchName error
if accessed.

C Implemented but returns a constant value for gets and
returns a badValue error for any set attempt to set the
variable to a value other than this constant (writable
variables only).

Notes:

Does not implement TDR test, but reports TDR from last collision!
Not supported by the chip, detected solely in software.

But set to disabled(2) -> badValue

Underlying TDR function not implemented on this chip.

Only counts frames too short though.

Due to Ethernet encapsulation
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e Implementation does not support set operations but reports the correct value for

these.

Implementation Vendor
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3.3.7 IEEE 802.3 Hub MIB (hubmib)

Charter

Chair(s):

Keith McCloghrie, kzm@hls.com
Donna McMaster, mcmaster@synoptics.com

Mailing Lists:

General Discussion: hubmib@synoptics.com
To Subscribe: hubmib-request@synoptics.com
Archive: pub/humbib:sweetwater.synoptics.com

Description of Working Group:

This Working Group will produce a document describing MIB objects for use
in managing Ethernet-like hubs. A hub is defined as a multiport repeater that
conforms to Section 9, “Repeater Unit for 10 Mb/s Baseband Networks” in
the IEEE 802.3/ISO 8802-3 CSMA/CD standard (2nd edition, Sept. 1990).
These Hub MIB objects may be used to manage non-standard repeater-like
devices, but defining objects to describe vendor-specific properties of non-
standard repeater-like devices are outside the scope of this Working Group.
The MIB object definitions produced will be for use by SNMP and will be
consistent with other SNMP ob jects, conventions, and definitions.

In order to minimize the instrumentation burden on managed agents, the MIB
definitions produced by the Working Group will, wherever feasible, be seman-
tically consistent with the managed objects defined in the IEEE draft standard
P802.3K, “Layer Management for Hub Devices.” The Working Group will
base its work on the draft that is the output of the July 1991 IEEE 802 plenary
meeting. The Working Group will take special cognizance of Appendix B of
that specification that sketches a possible realization of the relevant managed
objects in the SNMP idiom.

Consistent with the IETF policy regarding the treatment of MIB definitions
produced by other standards bodies, the Working Group may choose to con-
sider only a subset of those objects in the IEEE specification and is under
no obligation to consider (even for “Optional” status) all objects defined in
the IEEE specification. Moreover, when justified by special operational needs
of the community, the Working Group may choose to define additional MIB
objects that are not present in the IEEE specification.

Although the definitions produced by the Working Group should be architec-
turally consistent with MIB-II and related MIBs wherever possible, the Charter
of the Working Group does not extend to perturbing the conceptual models
implicit in MIB-II or related MIBs in order to accommodate 802.3 Hubs. In
particular, to the extent that the notion of a “port” in an 802.3 Hub is not
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consistent with the notion of a network “interface” as articulated in MIB-II, it
shall be modelled independently by objects defined in the Working Group.

Because the structure of 802.3 Hub implementations varies widely, the Working
Group shall take special care that its definitions reflect a generic and consistent
architectural model of Hub management rather than the structure of particular
Hub implementations.

The IEEE Hub Management draft allows an implementor to separate the ports

in a hub into groups, if desired. (For example, a vendor might choose to repre-
sent field-replaceable units as groups of ports so that the port numbering would
match a modular hardware implementation.) Because the Working Group
Charter does not extend to consideration of fault- tolerant, highly-available
systems in general, its treatment of these groups of ports in an 802.3 Hub
(if any) shall be specific to Hub management and without impact upon other
portions of the MIB.

Goals and Milestones:

Done

Done

Distribute first draft of documents and discuss via E-mail.

Working Group meeting as part of IETF to review documents.

Sep 1991  Distribute updated documents for more E-mail discussion.

Nov 1991

with specified editing changes.

Jan 1992 Documents available with specified changes incorporated.

Internet Drafts:

“Definitions of Managed Objects for IEEE 802.3 Repeater Devices”, 07/23/1991,
Donna McMaster, Keith McCloghrie <draft-ietf-hubmib-mib-02.txt>

Review all documents at IETF meeting. Hopefully recommend advancement
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CURRENT MEETING REPORT

Reported by Donna McMaster/SynOptics
Minutes of the IEEE 802.3 Hub MIB Working Group (HUBMIB)

Agenda

IEEE 802.3 Repeater Management Report
Outstanding Issues from Chapter 8 of latest Draft
Issues from Mailing List

Any Other Issues on Latest Internet Draft
Discussion of MAU MIB

MAU MIB Strategy

Plans for Progression of Document(s)

® &6 & o o o o

A new (March 6) version of the Repeater MIB draft was distributed. This incorporated the
text, updated in light of IEEE 802.3 Repeater Management Task Force’s February meeting,
and was previously distributed to the Working Group’s mailing-list.

IEEE Report

Donna presented the following report on the progress of the IEEE 802.3 Repeater Manage-
ment Task Force (formerly known as “Hub Mgmt TF”):

¢ The confirmation ballot closed January 31, 1992.

o There were eighty-two comments, primarily requesting clarification.

e At the interim meeting February 24-26, 1992 the section on “Port Functions to Sup-
port Management,” was rewritten and provided initial resolution for all comments.

o At the IEEE 802 plenary earlier in March, there were some minor tweaks. Results
are being sent for a 2nd confirmation ballot and the prognosis is very good.

o The March 6, 1992 draft of the SNMP Repeater MIB is based on output from the
interim meeting.

e For the next draft, the editors plan to do “tweaks” from last week’s plenary along
with other changes that come out of this meeting.

e MAU MIB is now the hot topic.

Geoff Thompson reported on the minor “tweaks” from the IEEE meeting in Irvine the
previous week. These edits will be incorporated into the next draft of the Repeater MIB.
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Outstanding Issues From Chapter 8

The meaning of the enumerated value notPresent for the MIB object rptrGroupOperState
was discussed. It was questioned whether the “has been physically removed” wording used
in the document implied that the removal must have occurred since the last reboot. After
lengthy discussion and after several votes, a consensus eventually emerged to add more
definitive/ instructive text while leaving the enumerations as they were. In order to make
progress, two attendees volunteered to draft additional text while the next items were
discussed.

The next item was whether rptrPortAutoPartitionState should be combined with rptrPor-
tOperState into a single MIB object. After some discussion, the MIB objects were left as
being separate.

Next, discussion took place on the seriousness of autoPartition and the overhead in polling
every port’s autoPartition state on a regular basis. The Group does not want to issue a
trap when this happens. Instead they agreed to add a new repeater-level object “total
partitioned ports” with syntax of Gauge. This object will represent the total number of
ports in the repeater that are currently enabled and present but autoPartitioned.

On the issue of Total Counters, it was agreed that while a total counter was redundant in
the sense that it was a sum of other counters already represented as MIB objects, it was
most beneficial in reducing the amount of network traffic, particularly on repeaters with
many (e.g., over a hundred) ports.

Two such counters were suggested: one was Total Errors per port, as suggested by the
editors in the draft. It was agreed that the errors included in this total would be:

rptrMonitorPortFCSErrors, rptrMonitorPort Alignment Errors
rptrMonitorPortFrameTooLongs, rptrMonitorPortShort Events
rptrMonitorPortLateEvents, rptrMonitorPortDataRateMismatches
and rptrMonitorPortVeryLongEvents

e e o o

The other total counter was the number of frames across all ports. The difficulty was
observed of how this counter would behave when one or more of the ports were removed.
A decrease in the counter’s value was not consistent with the syntax of Counter. Various
suggestions were made, including;:

1. Count the total number since the last group (re-)configuration, adding a timestamp
to record when that occurred;

2. Add a “virtual port” which would conceptually be a promiscuous monitor on all ports.

3. Have a total counter per group rather than per repeater.
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The consensus emerged to have three total counters associated with each group:

¢ groupTotalFrames
e groupTotalOctets
e groupTotalErrors

On the issue of counting FramesTooLong and VeryLongEvents, the consensus was to align
with IEEE, and count them all.

The new text from the two volunteers for rptrGroupOperState was reviewed. The consensus
was that either would be acceptable though a slight majority preferred the following text:

“notPresent(x) indicates that the group is temporarily or permanently physi-
cally and/or logically not a part of the repeater. It is an implementation-specific
matter as to whether the agent effectively removes notPresent entries from the
table”.

The Group also agreed to change rptrGroupUpTime to be rptrGroupOperStateLastChange
(or some abbreviation of this) with the customary semantics.

Discussion of MAU MIB

A first draft of the MAU MIB was distributed. (This document was also mailed to the
hubmib mailing list on Friday, March 13.) Donna presented the following overview of MAU
management status and issues:

o 802.3 Medium Attachment Unit (MAU) attaches repeater port or Ethernet- like in-
terface to the local network medium.

e MAU types include 10BASES5 (thick coax), 10BASE2 (thin coax), 10BASE-T (twisted
pair), FOIRL and 10BASE-F (fiber optic).

o MIB information includes MAU type, link status, jabbering.

¢ Discussions in IEEE 802.3 Hub Management Group over past year, postponed MAU
work to finish Repeater Management

o The draft proposal was brought to the interim meeting and was well-received. More
work done was done at the plenary.

o The draft of the SNMP MAU MIB was mailed to the mailing list last Friday, and
was based on output from IEEE 802.3 plenary.

o The Group will discuss how the IETF Hub MIB Working Group wants to handle the
MAU MIB.
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MAU MIB Objects

1. MAU Type

2. Administrative State (operational, standby, shutdown)
¢ Option to implement as read/write, reset MAU

3. Media Available

e Link status (link integrity /low light) for link media (10BASE-T or 10BASE-F),
loopback normal for coax media

¢ Lost media counter indicates stability of medium
4. Jabber state, jabbers counter

¢ Jabbering (continuous transmission) indicates serious problem in host, not as
interesting for repeater ports

5. Jabber trap

MAU MIB Questions

e MAU can attach to repeater port or DTE (Ethernet interface), therefore related to
both Repeater MIB and Ethernet-like Itfs MIB

e Most objects are common to both port MAUs and interface MAUs
e Multiple MAUs can be attached to a single port or interface

o How to instantiate? For rptr ports, “group.port.mau” is desirable, for interfaces,
“interface.maun”. Stay tuned...

MAU MIB Options (none perfect!)

1. Add MAU tables to Repeater and Ethernet-like Interfaces MIBs:

e MAU table in Repeater MIB indexed “group.port.mau”
e MAU table in Ethernet-like Ifs MIB indexed “interface.mau”
¢ > Destabilizes both drafts, bad timing

2. Create new MAU MIB document with MAU table, indexed 1..n.

o Add two tables that give mappings from port -> MAU, interface -> MAU.
e > Awkward instantiation when using MIB browser

3. Create two new MAU MIBs in separate documents (or combine)

¢ Repeater MAU MIB with table indexed “group.port.mau”
o Etherlike Ifs MAU MIB with table indexed “interface.mau”
¢ > Duplicates much information
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Some discussion. People agreed that the application of the MAU information to Repeaters
comes within the Charter of this Working Group. However, it was suggested that we didn’t
want to slow down the progress of the current Repeater MIB draft, and so the meeting
agreed to treat this as a separate MIB document to be produced by the Working Group.

With little time remaining in the meeting, the Group also agreed to deal with MAUs
separately for repeaters and for interfaces, but there was no time for any other discussion
of the MAU MIB at this meeting. Attendees were encouraged to raise any/all issues on the
mailing-list.

Issues From the Mailing-List

The issue of the interaction between rptrPortOperStatus and rptrPortAdminStatus had
been raised on the mailing-list since the meeting in Santa Fe. All agreed that they should
have the same interaction as MIB-II’s ifOperStatus and ifAdminStatus, but there was con-
fusion of ifOperStatus’s semantics. Explanation that ifOperStatus was defined to become
“down” as soon as possible after ifAdminStatus was set to “down” resolved the confusion.

Any Other Issues

No other issues were raised.

Progression of Documents

The editors were chartered to update the Repeater MIB draft in light of the agreements
at this meeting, and to distribute it to the mailing list within two weeks. Thereafter,
the Working Group would have two weeks to review it. If no concerns were raised on
the mailing-list within the following two weeks (or if all raised concerns were satisfactorily
resolved), then the Repeater MIB would be done, and should be forwarded to the IESG
with a recommendation for being progressed to Proposed Standard status. Meanwhile, the
MAU MIB would be discussed on the mailing-list.
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3.3.8 Internet Accounting (acct)
Charter

Chair(s):
Cyndi Mills, cmills@bbn.com
Gregory Ruth, gruth@bbn.com

Mailing Lists:
General Discussion: accounting-wg@wugate.wustl.edu
To Subscribe: accounting-wg-request@wugate.wustl.edu
Archive:

Description of Working Group:

The Internet Accounting Working Group has the goal of producing standards
for the generation of accounting data within the Internet that can be used to
support a wide range of management and cost allocation policies. The intro-
duction of a common set of tools and interpretations should ease the implemen-
tation of organizational policies for Internet components and make them more
equitable in a multi-vendor environment.

In the following accounting model, this Working Group is primarily concerned
with defining standards for the Meter function and recommending protocols for
the Collector function. Individual accounting applications (billing applications)
and organizational policies will not be addressed, although examples should be
provided.

Meter <-> Collector <—> Application <—> Policy

First, examine a wide range of existing and hypothetical policies to understand
what set of information is required to satisfy usage reporting requirements.
Next, evaluate existing mechanisms to generate this information and define
the specifications of each accounting parameter to be generated. Determine
the requirements for local storage and how parameters may be aggregated.
Recommend a data collection protocol and internal formats for processing by
accounting applications.

This will result in an Internet Draft suitable for experimental verification and
implementation.

In parallel with the definition of the draft standard, develop a suite of test

scenarios to verify the model. Identify candidates for prototyping and imple-
mentation.
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Goals and Milestones:

Done Policy models examined.

Done Internet Accounting Background Working Draft written.

Done Collection Protocols Working Papers written.

Done Internet Accounting Background final draft submitted as an informational doc-
ument.

Done Collection protocol working papers reviewed.

Done Collection protocol recommendation.

Mar 1992  Architecture submission as Internet Draft.
Jul 1992  Architecture submission as RFC.

Done Architecture working papers written.

Request For Comments:

RFC 1272  “Internet Accounting: Background”



3.3. NETWORK MANAGEMENT AREA 181

CURRENT MEETING REPORT

Reported by Gregory Ruth/BBN
Minutes of the Internet Accounting Working Group (ACCT)
Internet Accounting Architecture

The Tuesday session began with a presentation by Jim Alfieri of Bellcore. Jim spoke on
Bellcore’s plans for SMDS (Switched Multi-megabit Data Service) usage accounting. He
mentioned that packet counting was done upon egress from the switch (in our last session,
the issue of where to count was raised and the Working Group agreed that the architecture
should support both counting on entrance and counting on exit).

Jim explained that the SMDS accounting service does not use the Meter -> collector ->
application model, where the collector aggregates frequent meter reports into a usage file. In
the SMDS case, the meter (inside the SMDS node) itself does the aggregation of usage data
to a file. This file, in AMA TPS (Automatic Message Accounting TeleProcessing System)
format, is periodically transferred directly to the billing system application via FTP. A
drawback of this architecture is that FTP service provides no security. Further details can
be found in Bellcore Technical Advisory TA-TSV-001062, “Generic Requirements for SMDS
Customer Network Management Service”.

The rest of the session focussed on the most recent version of the Internet Accounting Archi-
tecture Document. Working Group participants offered comments, criticisms and sugges-
tions that will be incorporated into the next draft. In particular the following modifications
will be made.

o Explain that it is the collector’s responsibility to manage time and determine/interpret
the meaning of meter ticks.

Discuss space reclamation strategies for dealing with memory exhaustion in the meter.

Discuss the problem of trap storms that may occur when the meter is trying to avoid
losing data due to memory exhaustion.

Discuss the possibility of trapping to other/multiple managers.

Discuss the (in)applicability of the RMON MIB.

We believe that when the Working Group input has been incorporated in the Document
and it has been reviewed by the mailing list it will be ready to become an Internet Draft.

Internet Accounting MIB

On Wednesday the Working Group discussed the first real draft of the Internet Accounting
MIB. Many detailed (but important) changes were suggested and will be incorporated into
the next version of the Architecture Document. Among them:
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e Put a general explanatory section up front.

¢ Add/improve the descriptions of special values for parameters. As a special case, zero
values should be used in certain cases (e.g., high water mark or flood mark) to disable
a feature.

e We need to add text explaining flows.

e The MIB’s “address type” should be expanded to include (a) layer number and (b)
type (e.g., if layer = 2, allow all interface designations from the standard MIB).

¢ Use standard SNMP timeticks (1/100 second).
¢ Explain what max lifetime is good for.
¢ Recommend UDP checksums.
The Working Group will conduct a discussion of these changes and review this document

over the Internet in the next couple of months with a view of advancing it to the status of
Internet Draft by the next IETF conference.

The Working Group discussed what should be done when the architecture and MIB docu-
ments are completed. It was generally felt that implementation of a prototype accounting
system was next. This could be done either through a revision/extension of the Working
Group’s Charter, or by forming a new, successor Working Group.

Attendees
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3.3.9 Remote LAN Monitoring (rmonmib)
Charter

Chair(s):
Mike Erlinger, mike@lexcel. com

Mailing Lists:
General Discussion: rmonmib@lexcel.com

To Subscribe: rmonmib-request@lexcel.com
Archive:

Description of Working Group:

The LAN Monitoring MIB Working Group is chartered to define an experimen-
tal MIB for monitoring LANSs.

The Working Group must first decide what it covers and what terminology to
use. The initial thought was to investigate the characteristics of some of the
currently available products (Novell’s LANtern, HP’s LanProbe, and Network
General’s Watch Dog). From this investigation MIB variables will be defined.
In accomplishing our goals several areas will be addressed. These include: iden-
tification of the objects to place in the MIB, identification of the tree structure
and corresponding Object ID’s for the MIB elements, generation of the ASN.1
for these new elements, and a test implementation.

Goals and Milestones:
Done Mailing list discussion of Charter and collection of concerns.

Done Discussion and final approval of Charter; discussion and agreement on models
and terminology. Make writing assignments.

Done Discussion of the first draft document. Begin work on additional drafts if
needed.

Mar 1991 Review latest draft of the first document and if OK give to IESG for publication
as an RFC.

Internet Drafts:

“SNMP Trap Definitions For Remote Network Monitoring”, 08/22/1991, Steven
Waldbusser <draft-ietf-rmon-trap-00.txt>

Request For Comments:

RFC 1271 “Remote Network Monitoring Management Information Base”
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INTERIM MEETING REPORT

Reported by Mike Erlinger/Lexel

Minutes of the Remote LAN Monitoring Working Group (RMONMIB)
February 5-7, 1992

Activities

The Group spent the three days discussing Token Ring management via a remote monitor-
ing device. Two preliminary MIBs (one from Novell and one from Protools) were used to
determine pertinent variables and activities for the Token Ring RMONMIB. Steve Wald-
busser was designated as MIB author and took detailed notes. The Group decided that
Steve should put his notes into MIB form and release a MIB document to the entire Work-
ing Group prior to the San Diego IETF. Once released the document would be put into the
Internet-Drafts directory.

The San Diego IETF will be spent reviewing the document resulting from the February
meeting.

Attendees

Steve Bostock steveb@novell.com
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Henry Yip natadm'henryQuunet.uu.net
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CURRENT MEETING REPORT

Reported by Michael Erlinger/Lexcel
Minutes of the Remote LAN Monitoring Working Group (RMONMIB)

The RMON Working Group met in two formal sessions during the San Diego IETF meeting.
Issues from both RFC 1271 and the developing Token Ring MIB were discussed. What
follows is an encapsulation of the discussions.

Interoperability Interoperation between two or more independent implementations is a re-
quirement for an RFC to become a full Internet standard (RFC 1310). Accordingly, Mike
Erlinger and Steve Waldbusser discussed their attempt to organize two interoperability
testing sessions for Ethernet RMON probes and managers.

1. Week of May 25th (after InterOp) at CMU in Pittsburgh.
2. Week of Jul 20th (after IETF) at Frontier Software in Boston.

It was noted that these interoperability activities were being organized outside of the
auspices of the IETF and that Mike and Steve were reporting on their progress as
part of the IETF Working Group meeting.

The first draft of a Token Ring RMON MIB was created about six-weeks prior to the IETF
at a Working Group session in Fullerton, CA., by combining the Novell and ProTools MIBs.
This draft was reviewed with the results described below. The goal is for the editor to have
an updated draft on the mailing list by the middle of April, and an Internet Draft by the
end of April.

e ringOrder Table

The MIB editor had left out the ring-order table because he believed the information
could be easily obtained from the ring station table. The Working Group felt that the
table was so useful that it was more than worth the small amount of extra complexity
it added. It will be put back in.

¢ ringStationControl Table

Text needs to be added to indicate that the ringStationControl Table and the ringSta-
tion Table are associated (ifInterface).

o The MAC Address of the active monitor will be added to the ringStationControl
Table.

s NAUN

Needs to be added to the ringOrder Table and the ringStation Table.
e Data Packet
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Text needs to be added indicating that a Data Packet is NOT a MAC Packet.
o tokenStats
remove the words “including those in bad MAC Packets”

e The AllRoutesBroadcastPckts variable was deleted from the basic stats because it
already exists in the source routing group.

e host Table

Define a Station Address as “Station MAC Address minus Source Routing Bits”

e matrix Table

Make sure to indicate that Station Address (MAC Address) does NOT include Source
Routing Bits

e MAC vs LLC

Make sure that MAC vs. LLC vs. Other is well defined as far as packet types. The
Token Ring standard will be checked for the correct wording,.

e In/out line errors

Add burst and in/out line errors (similar to beacons) back into error list in the
ringStation Table, since this can improve the ability to correctly identify a problem
domain.

There was a lot of discussion about whether the Token Ring MIB should be usable by a non-
promiscuous probe. After much debate it was decided that Token Ring was significantly
different from Ethernet and that all of the useful fault management and configuration
information could be acquired by just examining MAC frames (without the overhead of
promiscuous mode). Accordingly, the Working Group decided to repartition the Token
Ring MIB into (essentially) four groups:

1. Promiscuous stats (frames, octets, size distribution, etc.)

2. MAC layer stuff (ring station table, ring order table, augmented with MAC layer
counts which were previously in the stats group - these would be added to the ring
station control table).

3. Ring configuration information that required active gathering methods.
4. Source routing stats

For each entry in the History control table both a promiscuous history and a MAC layer
history (with the same parameters) will be generated if appropriate. The Config table will
be split into a control table (containing the “push buttons” update-stats and remove-station
and a time of last update), and a data table which contains the actual data. All columns
must be present in the data table, but the row only comes into existence (or is updated)
when the button is actively pushed in the control table.
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3.3.10

Charter

Chair(s):

Token Ring Remote Monitoring (trmon)

Michael Erlinger, mike@lexcel .com

Mailing Lists:
General Discussion: rmonmib@lexcel.com
To Subscribe: rmonmib-request@lexcel.com
Archive:

Description of Working Group:

The Token Ring Remote Monitoring MIB Working Group is chartered to pro-
duce a new MIB specification that extends the facilities of the existing Remote
Monitoring (RMON) MIB (RFC 1271) for use in monitoring IEEE 802.5 Token
Ring networks.

The Token Ring RMON MIB extensions will be developed in the same archi-
tectural framework as the existing Ethernet-based RMON MIB. The original
RMON MIB architecture was designed with the intention of incorporating MIB
extensions devoted to monitoring other network media types. This Token Ring
activity is the first attempt at such integration.

In creating the Token Ring Extensions the Working Group will wherever possi-
ble conform to terminology and concepts defined by relevant IEEE standards.
It may be that a MIB devoted to monitoring may need to expand on the IEEE
objects and definitions. Such modifications will be accompanied by a detailed
rationale.

All work produced by the Token Ring Remote Monitoring Working Group will
be consistent with the existing SNMP network management framework and
standards.

Goals and Milestones:

Feb 1992

Mar 1992

Jul 1992

Nov 1992

Discussion and agreement on models and terminology. Comparison of RMON
architecture and Token Ring requirements. Assign author and editor responsi-
bilities.

Working Group Meeting at IETF. Present and confirm results of February
meeting. Develop MIB draft. Publish initial version as Internet Draft.

Working Group Meeting at IETF to discuss and revise draft of Token Ring
Extensions. Publish revised version as Internet Draft.

Working Group meeting to discuss and reach closure on Token Ring MIB Ex-
tensions MIB. Publish agreed version MIB as Internet Draft. Make Working
Group recommendation on Token Ring Extensions MIB.
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3.3.11 X.25 Management Information Base (x25mib)
Charter

Chair(s):
Dean Throop, throop@dg-rtp.dg.com

Mailing Lists:
General Discussion: x25mib@dg-rtp.dg.com
To Subscribe: x25mib-request@dg-rtp.dg.com
Archive: dg-rtp.dg.com:x25mib/Current.Mail

Description of Working Group:

This Working Group will produce a set of three documents that describe the
Management Information Base for X.25. The first document will specify the
objects for the X.25 Link Layer. The second document will specify the objects
for the X.25 Packet Layer. The third document will specify the objects for
managing IP over X.25. The Working Group need not consider the Physical
Layer because the “Definition of Managed Objects for RS-232-like Hardware
Devices” already defines sufficient objects for the Physical Layer of a traditional
X.25 stack. Any changes needed at the Physical Layer will be addressed as part
of that activity.

The X.25 object definitions will be based on ISO documents 7776 and 8208
however nothing should preclude their use on other similar or interoperable
protocols (i.e., implementations based on CCITT specifications).

The objects in the Link and Packet Layer documents, along with the RS-232-
like document, should work together to define the objects necessary to manage
a traditional X.25 stack. These objects will be independent of any client using
the X.25 service. Both of these documents assume the interface table as defined
in MIB-II contains entries for the Link and Packet Layer interfaces. Thus these
documents will define tables of media specific objects which will have a one
to one mapping with interfaces of ifType ddn-x25, rfc877-x25, or lapb. The
objects for the IP to X.25 convergence functions will be defined analogously
with the ipNetToMedia objects in MIB II.

The Working Group will endeavor to make each layer independent from other
layers. The Link Layer will be independent of any Packet Layer protocol above
it and should be capable of managing an ISO 7776 (or similar) Link Layer
provider serving any client. Likewise the X.25 Packet Layer objects should be
independent of the Link Layer below it and should be capable of managing an
ISO 8208 (or similar) Packet Layer serving any client.

The Working Group will also produce a third document specifying the objects
for managing IP traffic over X.25. These objects will reside in their own table
but will be associated with the X.25 interfaces used by IP. These objects will not



194

CHAPTER 3. AREA AND WORKING GROUP REPORTS

address policy decisions or other implementation specific operations associated
with X.25 connection management decisions except as explicitly described in
existing standards. These objects will manage the packet flow between IP

and the X.25 Packet Layer specifically including observation of packet routing
and diagnosis of error conditions. Progress on the Link and Packet Layer
documents will not depend on progress of the IP over X.25 document. The IP
over X.25 document will proceed on a time available basis after work on the
Link and Packet Layer documents and as such the Link and Packet Layers may
be completed before the IP over X.25 work.

All documents produced will be for use by SNMP and will be consistent with
other SNMP objects, conventions, and definitions (such as Concise MIB for-
mat). To the extent feasible, the object definitions will be consistent with
other network management definitions. In particular ISO/IEC CD 10733 will
be considered when defining the objects for the X.25 Packet Layer.

Goals and Milestones:

Done

Done

Distribute first draft of documents and discuss via E-mail.

Working Group meeting as part of IETF to review documents.

Sep 1991 Distribute updated documents for more E-mail discussion.

Nov 1991

with specified editing changes.

Jan 1992 Documents available with specified changes incorporated.

Internet Drafts:

“SNMP MIB extension for LAPB”, 10/07/1991, Dean Throop, Fred Baker
<draft-ietf-x25mib-lapbmib-02.txt>

“SNMP MIB extension for MultiProtocol Interconnect over X.25”,10/07/1991,
Dean Throop <draft-ietf-x25mib-ipox25mib-02.txt>

“SNMP MIB extension for the X.25 Packet Layer”, 10/07/1991, Dean Throop
<draft-ietf-x25mib-x25packet-02.txt>

Review all documents at IETF meeting. Hopefully recommend advancement
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CURRENT MEETING REPORT

Reported by Dean Throop/Data General
Minutes of the X.25 Management Information Base Working Group (X25MIB)

The x25mib Working Group met to review the LAPB, X25 Packet, and IP over X.25 MIB
drafts. The group suggested and approved many changes to all the documents.

Editors Note (md): A detailed listing of these changes is available via ftp under £25mib-
minutes-92mar.tzt. Refer to Section 1.2 of the Proceedings for retrieval instructions

While there were many changes approved for the LAPB and X.25 MIBs, the group felt the
documents were becoming stable. As such the group plans to review the revised documents
when they are released and attempt to propose advancement on the mailing list.

The IP over X.25 MIB was changed to the Multiprotocol Interconnect over X.25 MIB to
match the RFC coming from the IPLPDN Working Group. There were many changes to
this MIB and the Working Group will meet again to review the revised document.
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3.4 OSI Integration Area

Director(s):

e David M. Piscitello: dave@sabre.bellcore.com
e Erik Huizer: Erik.Huizer@surfnet.nl

Area Summary reported by Dave Piscitello/Bellcore and Erik Huizer/SURFnet

The OSI Integration Area of the IETF is attempting to bring OSI to the Internet. OSI
applications, especially The Directory, offer features that are necessary to sustain the aston-
ishing growth of the Internet; Message Handling Services and Office Documentation offer
features that are both new and complementary to existing Internet applications. Working
groups in the IETF, in collaboration with RARE working groups, continue to experiment
with and deploy these applications in production networks, over OSI as well as TCP/IP.

During the early deployment of OSI applications, hybridization of OSI and TCP/IP was
necessary and has proven to be useful in obtaining experience and acceptance for OSI. Ex-
perimentation with OSIs transport services is important as well; the continued efforts of
the NOOP Group to expand CLNP connectivity across regional and international networks
may well prove essential to the growth of the Internet. Currently, this effort requires hy-
bridization of a different sort: SNMP management over OSI is as desirable here as X.500
over TCP/IP. For this reason, and the more far-reaching need to integrate additional proto-
cols and architectures into the Internet, the first multi-protocol Working Group was formed
under the joint directorship of the SNMP and OSI Integration Areas. Based on the success
of the Working Group, it may not be the last of its kind.

Introduction

The OSI Integration Area currently consists of the following working groups, (working group
Chairs/affiliation in parentheses):

Network OSI Operations (Sue Hares/Merit)

e X.400 Operations (Alf Hansen/SintefDELAB, Rob Hagens/Univ.Wisconsin)
¢ OSI Directory Services (Steve Hardcastle-Kille/ UCL)

¢ Office Document Architecture (Peter Kirstein/UCL)

MHS-DS (Kevin Jordan/CDC, Harald Alvestrand/Sintef DELAB)

SNMP over a Multiprotocol Internet (Theodore Brunner/Bellcore)

OSI General (Ross Callon/DEC)

The DISI Working Group, in the User Services Area, also has strong ties into the OSI
Integration Area.

The following BOF's related to the OSI Integration Area were held in San Diego:
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e MIME to MHS Mapping BOF (Marshall Rose/DBC)
e Wais and Directory integration (Steve Hardcastle-Kille/ UCL)

Network OSI Operations Working Group (NOOP)

The NOOP Group continues work towards compiling a compendium of OSI support — appli-
cations and in particular, support of CLNP - in regional networks. The existing questionaire
was reviewed and revised. Work continues on the compilation of a list of available OSI di-
agnostic tools (Tools RFC), and requirements for OSI support in the SNMP. The Working
Group heard presentations from John Curran of NEARNet (New England Academic & Re-
search Network) and Steve Deering NEARNets on OSI NSAP address assignment plans.
Work continues as well on the Security RFC, in particular, on an OSI Packet Filtering
document that discusses the issues associated with filtering OSI by application type in the
context of using packet filtering to restrict OSI connections (i.e., to establish firewalls).

The Working Group is investigating sharing test suites and coordinating test pilots with
RARE, especially for inter-domain routing and applications.

X.400 Operations Working Group (X4000PS)

The composition of the Working Group that met in San Diego illustrates the increasingly
international flavor of the IETF. Among the 29 participants were 7 Europeans and 3 Kore-
ans.

The routing coordination document has been reviewed again and was now judged suitable
for submission as an experimental (or if possible as a prototype) RFC.

Three other documents are still under discussion and need another round of review:

e “Operational Requirements for X.400 Management Domains”
e “Mapping between X.400 (1984/1988) and Mail-11 (DECnet mail)”
o Use of DNS to store RFC -987 mapping data

Experiments with the protocols described in these last two drafts are under way.
The Working Group will produce several documents in the very near term, including:

e Minimum Level of Service
o Table update procedures
o National Character set usage in X.400

In addition, two documents in the standards track are under review by the IESG/IAB and
on the verge of becoming proposed standards:

o “X.400 1988 to X.400 1984 downgrading”
e “Mapping between X.400(1988) / ISO 10021 and RFC 822”
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During the Working Group session, there was an extensive discussion on MHS communities.
Noteworthy was that there was participation from a public service provider.

OSI Directory Services Working Group (OSIDS)
The Working Group met in San Diego with the following results:

Several documents were reviewed and are to be submitted to the IESG for consideration a
draft RFCs:

e “Naming Guidelines for Directory Pilots”
o User Friendly Naming
¢ String representation of Distinguished Names

Experiments continue (and reports were given) in the following areas:

¢ Quality of service parameters
¢ JPEG photo attribute

New experiments to be started:

o European character sets in X.500
e DIT counting

Other noteworthy decisions and discussions:

e Naming Schema document maintenance is now moved to a small committee

¢ The naming schema document will be restructured

e Discussion on deployment of DNS through X.500

e O=internet will be put directly under the root

¢ Discussion on registration vs Listing

e Discussion on Skinny OSI stack, Lightweight protocols and Simple OSI Stack.
Office Document Architecture Working Group (ODA)
The ODA Working Group met at San Diego with the following results:

It was reported that 5 Implementations are available and under test. So far these imple-
mentations run only on top of X.400. Service is to be launched during next few months.

MHS - DS Working Group (MHSDS)
This Working Group met for the first time in San Diego.

There were two input documents:
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o PP use of directory Services (implementation specific)
e The ISO proposal on this issue.

After an extensive debate, it was proposed that seven documents be drafted based upon
the PP input document:

Table and tree handling by DS

O/R name representation as Distinguished Name
Routing info in DS

X.400/822 mapping tables in DS

tMailing list expansion using DS

RFC-822 routing based on DS

Simple application profile

N oA W

The next Working Group meeting will be in Innsbruck, Austria in May 1992.

SNMP over a Multiprotocol Internet Working Group (MPSNMP)

The Working Group was chartered with defining the mapping and SNMP encapsulation
for three transport domains — OSI, Appletalk, and XNS/IPX. Since it was envisioned that
at a future time, additional transport domains might be identified, the Working Group
agreed to produce a how to RFC, identifying a checklist of issues to consider in specifying
an encapsulation of SNMP.

The Working Group considered three existing documents:

o The informational RFC 1298, entitled “SNMP over IPX”,
o The internet draft (draft-ietf-appleip-snmp-00.txt) entitled “SNMP over AppleTalk”
e The experimental RFC 1283, entitled “SNMP over OSI”

In all cases, the committee determined that a connectionless TS similar to UDP was desir-
able (architecturally appropriate). Security, maximum packet size, and addressing consid-
erations for each transport domain were discussed. Authors of each of the documents were
present, and agreed to make appropriate changes, and further agreed to post the documents
to the mailing list for a three week review. If a consensus is reached following the posting
period, the Working Group agreed that the three SNMP over foo documents be submitted
to the IESG for consideration as draft RFCs.

OSI General Working Group (OSIGEN)
This Working Group did not meet in San Diego.

The Area Directors will propose that this Group will disband.
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MIME to MHS Mapping BOF (MIMEMHS)

There were two input documents for this BOF on mapping between MIME and X.400. A
third one was announced but not tabled.

There was a consensus that the mapping could be easily constructed for some of the body-
parts and not be constructed for others. It was therefore proposed to create a short lived
Working Group to create two documents:

¢ Basic mapping
¢ Specific bodypart mapping

This deals with an initial set of registered conversions. The registration will have to be
maintained.

WALIS and Directory Integration BOF (WAIS)

This meeting followed discussion at the “Living Documents” BOF the previous evening,
and was more focussed in its discussion.

The WAIS, World-Wide Web, Prospero systems for network information retrieval (NIR)
were presented (the Gopher protocol was presented in plenary the following day). The
X.500 Directory was presented in the light of NIR needs, as were two proposals to use the
directory to refer to documents. A discussion followed as to how to allow these systems
to interoperate, and on requirements for name spaces. A working group was proposed to
define the format for a generalized printable format for a name or address in any of these
systems.
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CURRENT MEETING REPORT

Minutes of the MIME to MHS Mapping BOF (MIMEMHS)

Report not submitted. Refer to Area Report for a brief summary.
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CURRENT MEETING REPORT

Reported by Tim Berners-Lee/CERN
Minutes of the WAIS and Directory Integration BOF (WAIS)

This meeting followed discussion at the “Living Documents” BOF[2] the previous evening,
and was more focussed in its discussion.

The WAIS, World-Wide Web (WWW), Prospero systems for Network Information Retrieval
(NIR) were presented (the Gopher protocol was presented in plenary the following day).
The X500 Directory was presented in the light of NIR needs, as were two proposals to use
the Directory to refer to documents. A discussion followed as to how to allow these systems
to inter-operate, and on requirements for name spaces. A Working Group was proposed to
define the format for a generalized printable format for a name or address in any of these
systems.

WAIS

John Curran of BBN presented the WAIS protocol, in the absence of anyone from Thinking
Machines Corporation who was originally responsible for it. The WAIS model is of a number
of servers, each of which serves a number of databases, each of which contains a number of
documents. Client software allows many databases to be searched at the same time. The
server keeps an inverted full text index for each database, so the search is very fast. Non-
text files may also be served: recent extensions allow indexing of text files in new formats.
The files indexed need not be copied, but the index is of the same order of size as the files.

Many databases exist, but there is no scalable way of finding them (TMC currently keeps
a master index). Use of X500 was discussed.

The WAIS protocol is an extended subset of Z3950. The differences were discussed: WAIS
allows relevance feedback (“Give me a document like this one”) , and specifies how a query
should be formulated. WAIS and Z39.50 have the same presentation layer.

Documents in the Directory

Wengiyk Yeong presented his paper OSI-DS-22, “Representing public archives in the direc-
tory”[4]. His project puts information about documents, including the network address for
retrieval, into the Directory. He currently has RFCs and FYI documents in, but would like
to move on to other internet archives. He concluded that he needed a more sophisticated

approach. It was difficult to characterize arbitrary archives, with too little information
about them. (See IAFA Working Group[5]).
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The World-Wide Web

Tim Berners-Lee presented the World Wide Web (WWW) and discussed requirements for
interworking between the systems. The WWW project was initially funded to provide an
information infrastructure to the world-wide community of high energy physicists. The data
model is of documents which are hypertext and/or searchable indexes. The philosophy
behind it is that a user should be able to point and click on phrase or a word within a
document and the associated document would be retrieved from wherever in the world and
presented to the user in an appropriate format - without the user having to be aware of
where the document is located or what the access method is. These details are hidden in
the hypertext links. There were server programs for many information servers, gateways to
WAIS, Archie and Gopher and client programs for various user machines.

The WWW clients use several protocols for accessing documents (FTP, NNTP, WAIS,
Gopher, and WWW’s own “HTTP”) although this is hidden from the user. The HTTP
protocol is a simple stateless search/retrieve protocol running over TCP. As originally con-
ceived but not yet implemented, it included authentication and data format negotiation.
Tim discussed the differences between World Wide Web (WWW), WAIS, Archie, Gopher
and Prospero systems.

The need for a Universal Document Identifier (UDI) for describing the address or, given
a directory, name, for a document whatever is access protocol was discussed, as outlined
in OSI-DS-XX. Each application uses a “handle” for a file which can be prefixed by the
particular protocol name to generate a universal address.

Most systems (WAIS excepted) are extensible, entertaining document addresses which refer
to other systems. WAIS indexes currently can only refer to documents in the same database,
let alone with other retrieval methods. There is a need for WAIS to be more flexible. John
Curran said he would bring this to the attention of the WAIS community.

Addresses would not in the long-term be suitable for references to documents, so it was
hoped that some sort of directory service, operating within the UDI framework, would be
incorporated.

More information: telnet info.cern.ch. Client and server code is available by anonymous
FTP from info.cern.ch.

Mailing lists: www-talk@info.cern.ch, www-interest@info.cern.ch
Discussion document: OSI-DS-29[6]
Representing the Real World in the Directory

Paper: OSI-DS-25[7]Steve Kille discussed this paper “Representing the Real World in an
X.500 Directory”.
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A Listing Service may be used to group like information items together, for example, to
provide a Yellow Pages Service. Such a service could for example provide for members of a
special interest group, or could group documents on a particular subject. Services such as
Archie could be considered to be Listing Services. One imagines an information Universe
in which Information Brokers provide different subject based (say) views via their listing
service. One would then need to locate the various listing services (using a mechanism such
as a directory?)

UK British Library Project

Paul Barker described a project, sponsored by the British Library, to represent grey litera-
ture (unpublished research papers) in the Directory. The project is thought to be unlikely
to succeed - but one of the aims is to demonstrate whether or not it is possible. They will
take the (UK) MARC records and model these within X.500. They might also consider
trying to provide a listing service so that the documents might be retrieved more readily
by subject area.

Prospero

Cliff Neuman described Prospero. It follows a file system model, rather than the hypertext
model. It is built on UDP for speed. It has the notion of a Directory which contains links
to other objects (other directories or files). It returns the link to the information object
and then automatically retrieves the file by another mechanism by the appropriate access
method (Archie, WAIS, NNTP, WWW - soon!, NFS, FTP, etc.) It has been used very
successfully to access the Archie database.

Cliff stated that he expected to be able to use X.500 to translate between the document ID
and how to get the document.

With Prospero the user has his own view of the global information base (or has a view built
for him). Cliff thought there should be multiple name spaces - but the difficulty would be
that these would need representing near the top of the directory tree. With multiple user
chosen views - this would be difficult to manage. Also two users might refer to an object by
different handles which would be relative to their individual name spaces - difficult when
passing references (say in a mail message) from one person to the other.

The concept of “Closure”: Each object has a related name space. All references within the
object are resolved using the context of the name space. Name spaces themselves have global
network addresses, but the user doesn’t see that. More information: info-prospero@isi.edu

System 33

Larry Masinter talked about a project at Xerox PARC with the following concepts:

HANDLE 32 byte number (is a content ID). In fact this contains hints
for finding the document.
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FILE Location (6 part) Protocol; Host; Path; piece; format; timeout

Description (normal “Catalogue” information: Name, Author, etc.)

There is format negotiation when a document is retrieved. It is not simple in reality to
categorize data formats as there is such a plethora of different varieties.

Gateways provide access between systems not sharing transport protocols.

Also considered Access Control. ACL is part of description. The Server exploits multiple
protocols for Search and retrieve.

There is a problem with dealing with different types of document (applications for jobs,
product specifications, memos, contracts, faxes, etc.) It is difficult to normalize the at-
tributes of a general document.

Summing up

Tim Berners-Lee summed up by saying that all applications described used resolvable docu-
ment address, and so for interworking, we need a universal representation for such a network
object address. With the coming of directories, names should increasingly be used in place
of network addresses. The UDI was intended to be able to hold either a name or address
for any access protocol. (This is not the same as “USDN” a document serial number which
is not resolvable, but only one of which exists for each document).

In discussion, Steve Kille suggested there should be a working group on details of UDIs
and a separate one for USDN. A comment was that the WWW data model encompasses
those of the other systems. John Curran insisted on a better term than “UDI”, suggesting
“Document Access Token”.

Peter Deutch’s need for a USDN is to be able to determine the equivalence of two USDNs.
Chris Weider agreed to co-author a document on the issues. Jill Foster suggested a pilot
project to put UDI’s in the directory for a set of documents and to have the Gopher,
Prospero, and Archie people try to utilize these.

[These Minutes have been largely built from Jill Foster’s report[8] and Karen Sollins’ notes[9]
for which I am most grateful, though errors in the above are probably mine.

References:

[1]http://info.cern.ch/hypertext/Conferences/IETF92/IETF-9203.html
[2]http://info.cern.ch/hypertext/Conferences/IETF92/LivingDocuments.html
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[3]http://info.cern.ch/hypertext/WWW/Administration/Mailing/ietf-wwx-bof
[4]file://cs.ucl.ac.uk/osi-ds/osi-ds-22-00.txt
[S]http://info.cern.ch/hypertext/Conferences/IETF92/IAFA-BOF.html
[61file://cs.ucl.ac.uk/osi-ds/osi-ds-29-00.txt
[71file://cs.ucl.ac.uk/osi-ds/osi-ds-25-00.txt
[8]http://info.cern.ch/hypertext/Conferences/IETF92/WWX_BOF.html
[9]http://info.cern.ch/hypertext/Conferences/IETF92/WWX_BOF_Sollins.html

These Minutes are available in hypertext form using WWW as:

http://info.cern.ch./hypertext/Conferences/IETF92/WWX_BOF_ mins.html

as well as through the normal channels.
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3.4.1 MHS-DS (mbhsds)

Charter

Chair(s):

Kevin Jordan, kejQudev.cdc.com
Harald Alvestrand, harald.alvestrand@delab.sintef.no

Mailing Lists:
General Discussion: mhs-ds@mercury.udev.cdc.com
To Subscribe: mhs-ds-request@mercury.udev.cdc.com
Archive: pub/archives/mhs-ds-archive:mercury.udev.cdc.com

Description of Working Group:

The MHS-DS Group works on issues relating to Message Handling Service use
of Directory Services. The Message Handling Services are primarily X.400,
but issues relating to RFC 822 and RFC 822 interworking, in as far as use of
the Directory is concerned, are in the scope of the Group. Directory Services
means the services based on X.500 as specified by the OSI-DS Group (RFCs
1274, 1275, 1276. 1277, 1278, 1297). The major aim of this Group is to define a
set of specifications to enable effective large scale deployment of X.400. While
this Group is not directly concerned with piloting, the focus is practical, and
implementations of this work by members of the Group is expected.

Goals and Milestones:

Mar 1992

Mar 1992

Dec 1992

Ongoing

Define a set of service requirements for MHS use of Directory. This should
include: support for routing; support for security services; support for user
agent capabilities; support for distribution lists. The extent to which existing
standards can meet these requirements.

Define a work program for the Group, to write a set of RFCs to meet the
service requirements. As far as possible, reference should be made to existing
standards.

Release RFCs meeting the service goals. This target should be refined in the
light of specifying the service goals.

Liaisons should be established with similar groups working on X.400 and X.500,
i.e., RARE WGI1 and RARE WGS3, IETF OSI-DS and IETF X.400.



210 CHAPTER 3. AREA AND WORKING GROUP REPORTS

CURRENT MEETING REPORT

Reported by Kevin Jordan/CDC
Minutes of the MHS-DS Working Group (MHSDS)

The first meeting of the MHS-DS Working Group took place on March 17th, 1992 in San
Diego. The duration of the meeting was two hours, from 10:00 until 12:00. Despite the
shortness of time, very good progress was made.

The meeting was Co-Chaired by Harald Tveit Alvestrand of Delab Sintef, Norway and Kevin
Jordan of Control Data Corporation, Arden Hills, Minnesota, USA. After brief introductions
and a review of the Working Group Charter, Steve Hardcastle-Kille provided an overview
of his paper entitled, “PP Use of Directory”.

This paper defines a comprehensive approach for using X.500 Directory Services to support
X.400 routing, RFC1148 address mapping, distribution list expansion, and various other

purposes suited to electronic mail. The paper establishes the basis for further work by the
MHS-DS Working Group.

The Working Group decided that the following seven draft RFC’s will be derived from “PP
Use of Directory”:

1. An RFC which describes how to represent tables in the directory and which also
defines the concept of X.400 routing trees.

2. An RFC which defines the mechanism for mapping X.400 O/R addresses onto X.500
distinguished names. This RFC will define the basic mapping rules, and it will also
describe how knowledge information and cross references can be used to avoid unnec-
essary chaining and referrals through DSA’s managed by ADMD service providers.

3. An RFC which defines the mechanism for using X.500 Directory Services to support
X.400 routing. This RFC will draw heavily from the concepts defined in the first two
RFC’s.

4. An RFC which defines the mechanism for using X.500 Directory Services to sup-
port mapping between RFC822 addresses and X.400 addresses, in compliance with
RFC1148bis. This RFC will also draw heavily from the concepts defined in the first
two RFC’s.

5. An RFC which defines mechanisms for using X.500 Directory Services to support
practical implementations of distribution list expansion and management.

6. An RFC which defines mechanisms for using X.500 Directory Services to support
RFC822 mail routing and distribution.

7. An RFC which defines a simple profile of the other RFC’s, especially RFC’s 1 through
4. This RFC could be used as a guide to producing minimal implementations of the
first six RFC’s above.
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We agreed that these RFC’s should be released initially as Experimental Drafts. As working
implementations become available and practical experience establishes proof of concept,
the RFC’s will be evolved into Internet Standards. The Working Group openly expressed
optimism that working implementations would be available by the end of this year. In fact,
a PP-based prototype is already underway.

The first four RFC’s have top priority. They will be created and distributed before the last
three. Our goal is to bless the final drafts of the first four documents at the next general
IETF meeting in Boston this summer.

It was generally agreed that well performing implementations of these RFC’s will need to
implement mechanisms for caching information obtained from the directory. This will be
necessary in order to minimize the number of directory operations requested during normal
operations, thereby optimizing response time in critical functions such as route discovery. A
recommendation was made that at least one of the RFC’s should provide guidelines for the
implementation of caching. In particular, guidelines should be provided for recommended
time-to-live values of cache entries.

Harald reminded/informed the Working Group of related work occurring within ISO. Specif-
ically, R.H. Willmott has written a paper concerned with using X.500 Directory Services in
support of X.400. This paper is being circulated within the ISO standardization commu-
nity. Harald brought a copy of the paper to San Diego and provided copies to the MHS-DS
membership. We agreed to review this paper and evaluate its relevance to our work plan.

Before the meeting was closed, Steve Hardcastle-Kille summarized some new features which

will be added to the RFC’s in response to comments he has received recently. These features
include:

1. Improvement in the mechanism for defining and managing MTA passwords in the di-
rectory. Specifically, a mechanism will be defined for using the normal X.500 compare
operation to compare MTA passwords. It is likely that this will enhance the security
of MTA passwords stored in the directory.

2. Added support for explicitly defining a UA which always causes nondelivery reports
to be generated. It is not clear how useful this feature truly is, but it does provide a
mechanism for catching undeliverable X.400 addresses as early as possible.

3. Added a hook for discovering MTA’s which are common to a community of recipi-
ents. This feature allows mutually remote MTA’s to optimize their usage of network
resources by detecting that a large group of recipients can be reached by relaying mail
through a common MTA which will perform a distribution function. For example, an
MTA in the US can use this feature to send a single copy of a message to a WEP in
France, and the French WEP will distribute the message to a group of MTA’s within
France. This optimizes utilization of the network link between the US and France.
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Action items:
1. Kevin Jordan will update the MHS-DS Charter such that it specifies the RFC’s we
intend to produce and the time-frame in which we intend to produce them.

2. Steve Hardcastle-Kille will generate the first four draft RFC’s from his “PP Use of
Directory” paper and make them available to the Working Group for review and
comment. He will accomplish this prior to the upcoming JENC-3 conference in May.

3. Erik Huizer will provide Steve with an OID to be used for identifying the new draft
RFC’s.

Future meetings:

The next meeting of the MHS-DS Working Group will take place at the upcoming JENC-3
(3rd annual Joint European Networking Conference) in Innsbruck, Austria. The meeting
will probably take place on Friday, May 15.

The third meeting of the MHS-DS Working Group will take place at the next general IETF

meeting in Boston, Massachusetts, in July.
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3.4.2 Network OSI Operations (noop)

Charter

Chair(s):

Susan Hares, skh@merit.edu

Mailing Lists:
General Discussion: noop@merit.edu
To Subscribe: noop-request@merit.edu
Archive: merit.edu:pub/noop-archive

Description of Working Group:

The working group is chartered to work on issues related to the deployment of
CLNP in the Internet. The first area of this group’s work has been the learning
necessary to start deploying OSI in internet networks. This phase has includes
planning for OSI deployment by creating routing plans for regional networks
and education on using OSI routing protocols.

This first area of the group’s work will be on-going as we continue to deploy OSI
in the Internet. This step has lead to people deploying OSI for Pilot projects
and demonstrations of OSI.

The second step of deploying OSI will be the transition of OSI from a pilot
service to a production service. During this phase we will work on specifying
the network debugging tools and test beds. We will need to track the level of
OSI support in the Internet. We will need to provide documentation for new
users of OSI on the Internet.

Goals and Milestones:

Jan 1992

Jul 1992
Ongoing
Jul 1992

Jul 1992
Jul 1992

Post as an Internet Draft of a tutorial for CLNP OSI routing protocols, includ-
ing ES-IS, CLNP, IS-IS, and IDRP.

Post as an Internet Draft a collection of regional Routing and Addressing plans.
Provide a forum to discuss OSI routing plans by email or in group discussions.

Post as an Internet Draft a list of OSI Network Utilities available in the public
domain and from vendors. This list will be passed over to the NOC tools Group
effort for joint publication.

Post as an Internet Draft a description of OSI network layer debugging methods.

Post as an Internet Draft a list of OSI Network Layer NOC tools available in
the public domain and from vendors. This list will be passed over to the NOC
tools group effort for joint publication.
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Apr 1992 Post as an Internet Draft a requirements document specifying what OSI network
tooks are needed on every host and router.

Jul 1992  Submit to the IESG for Proposed Standard a requirements document specifying
what network tools are needed on every OSI host and router.

Aug 1992 Submit to the IESG as an Informational RFC a description of OSI network
layer debugging methods.
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CURRENT MEETING REPORT

Reported by Sue Hares/Merit, David Bolen/ANS and Dave Miller/MITRE
Minutes of the Network OSI Operations Working Group (NOoOoP)

The Network OSI Operations Group met three times during the week of the San Diego
IETF. The first meeting took place on Monday morning. Steve Deering presented his ideas
behind his paper “City Codes is an Alternative to Topological NSAP Allocation (RFC
1237).” In addition, Ross Callon presented the basics of RFC 1237. Both presentations
prompted a great deal of discussion. Sally Tarquinio took very detailed notes of the dis-
cussion. Due to the length of both the notes and the discussion, the notes will not be
available in the Proceedings. Notes may be retrieved via anonymous ftp from merit.edu in
/pub/iso/noop/notes/notes.03.16.92.am).

In addition to the City Code discussion, the following topics were discussed:

Mobile Hosts

Comparison Geographical Area Code (GARP) with NAT and CNAT
GARP vs RFC 1237
Whether asymmetric pathways are acceptable.

The second NOOP session occurred on Wednesday morning at 9:00 a.m. and covered several
different items. Notes were taken by David Bolen.

Usage Questionnaire

Sue Hares made available copies of the OSI usage questionnaire and requested that anyone
involved with OSI work try to complete one. This was a copy of the same questionnaire
that was previously distributed electronically.

A question was raised as to why DECnet was considered different than CLNP (p- 9) -
the answer was that it wasn’t really, but the goal was to see if DECnet usage was pushing
CLNP usage (here, DECnet really means DECnet Phase V traffic).

NEARnet OSI Routing/Addressing Plan

e Introduction

John Curran from NEARnet (New England Academic & Research Network) made a
presentation of NEARnet’s OSI Plan. NEARnet is comprised of 120 members in six
states, and coordinates with other New England service providers to provide service
in that area. Cisco routers are used throughout NEARnets network.

o Address Assignment Plan

When researching an address assignment plan, NEARnet found that area codes were
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a nice match for population density, and therefore for assignment beneath NEARnet’s

AAL

NEARnets final address format breakdown assumed the following limits:

— Total of 16 COs per area code.

— Total of 256 RDs per CO. This could be a real problem in a fairly short-term
(= two years). It is hard to gauge demand though, and NEARnet isn’t the only
network assigning in the New England area.

CO codes are assigned to aggregate at other boundaries as well:

.00~ .3F = Massachusetts (.10 = 508 area code, .20 = 617, etc..

.40-.4F \

.50-.5F \ Assign to different states - allows room for
.60-.6F / expansion according to area code.

.70-.7F /

.80- still some slack available for future expansion

The next step is then to assign RDs logically under this scheme. The multiple aggre-
gation points within this scheme helps to limit the routing table size.

Routing (ala RFC1237)

The following points were raised with respect to routing issues under this sort of an
address assignment scheme:
— Routes will often have to be manually injected.

— IGRP is not currently collapsing routes - hopefully newer protocols will begin
to do this.

— NEARnet doesn’t like the fact that they have to accept all routes as it allows
NEARnet’s routing tables to grow without bounds.

— NEARnet sees NSAP changes as a lot of work currently - thus, if a customer
has already been assigned an RD, NEARnet lets the customer keep it.

— NEARnet will accept any other assignments, but isn’t sure what will happen
with other networks - will they be as accepting as NEARnet?

¢ Questions

John brought up the general question as to what the general opinion of this plan was.
Could the approach be viewed as dangerous? The following points were raised:

— Something has to be done, and at least this policy allows future aggregation -
it’s very hard to take back what we give out today.

— There could be a problem if all service providers don’t become as accepting as
NEARnet. If routes begin to be refused, it might cause everyone to bail out to
their own AAI which would create a flat address space once again.
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— If we are allowing entropy at all (as this plan does), then there needs to be some
sort of entropy reduction in the system. A possible recourse might be the need
to start charging for the announcement of a special route to other networks.

A general point was made that at the moment, the whole area of addresses and
assignment represents more of a controlled economy than a true market economy.
Moving from one to the other is always tough.

NEARnet’s addressing and routing plan may be found (via anonymous ftp) in:
nic.near.net:/docs/osi-routing-plan.txt or merit.edu:/pub/iso/noop/papers/nearnet.osi-
routing-plan.txt

John also gave credit to CICNet for their previously released OSI plan, and said that
NEARnet’s plan borrowed a lot from CICNet’s.

OSI Pilot Projects

The discussion of OSI pilot projects centered around some documentation that Sue supplied
describing some of the work that RARE is doing in this area. RARE has a suite of tests that
they are requesting users at their sites to perform, sending them results back to a central
site to be summarized. Sue was interested in whether or not their was enough interest in
trying the same sort of pilot plan here in the U.S., as well as trying to get together another
OSI demo for Interop East.

The general consensus of the Group was that, yes, it would be useful to try the same sort
of pilot project here, and that the RARE approach seemed a reasonable way to proceed.
It would also be nice to see about some coordination with RARE, although mostly for
inter-domain and application level than at the ES-IS and IS-IS level. The application-level
portion of the RARE plan was a little weak, and may need to be augmented for our tests.

A possible problem was brought up in that a number of sites have beta implementations of
OSI code, and may not be able to publish the results of tests. Sue suggested that at least
saying “I’ve tested” is useful, even if the exact results of the test cannot be released.

NIST was brought up as an organization that was already handling some OSI testing in the
same vein as what was being discussed. NIST has provided open labs and a test environment
for multiple vendors to come together in order to test interoperability. There has been no
automated or documented test procedures followed, however - just vendor engineers running
particular tests. Richard Collela will be sending some further information about this testing
to the NOOP mailing list.

The fundamental difference between the testing that has been performed at NIST, and the
type of pilot projects being run by RARE is that the latter case involves actual end users,
while the former is run by the vendors and their engineers.

John Curran suggested that the request for tests be sent out to the NOOP list. While
many midlevels may not run the tests themselves, they may have clients that can. Sue
Hares agreed to send the test plan, and a request for volunteers to the NOOP mailing list.
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Document Review: (reported by Dave Miller)

e TOOLS RFC

Their was a brief discussion on the “Tools” Document and the need for tools to provide
OSI ping, OSI traceroute, and OSI routing table dump utilities. The discussion then
focused on what routing table information should be available via SNMP. It was noted
that the document should specify a minimal set of objects as MUST requirements for
this specification.

For CLNS MIB objects, no one took exception to the list in the draft document. For
IS-IS, the document currently states the object in very general terms. Dino Farinacci
was asked to write-up a minimal list of IS-IS objects and send them to the NOOP
mailing list. For IDRP, no one took exception to the list in the draft document.

There was no review of objects for CMIP management at this time.

e SURVEY FORM

Sue Hares gave a status overview of the OSI in the Internet Survey. The plan to main-
tain the survey is to perform a monthly revision to incorporate any new information
received. Sue also encouraged others to respond to the survey since only about ten
responses have been received to date.

There were a few suggestions to modify the survey (it was noted that the changes
should be highlighted when new surveys are sent out):

— DECnet traffic should refer to DECnet Phase V traffic.

— Text should refer to RFC 1006 as opposed to a TCP/IP stack.

— There should be a context section added to identify who’s responding to the
survey and what their role in OSI is.

Cathy Wittbrodt suggested that the surveys be stored individually on-line so partic-
ular responses could be retrieved as desired. Sue agreed to do this.

Dave Farber suggested sending the survey out to the IETF mailing list to reach a
broader community. Sue agreed to do this.

e SECURITY RFC

Walt Lazear gave an overview of the OSI Packet Filtering document. The document
discusses the issues associated with filtering OSI by application type in the context
of using packet filtering to restrict OSI connections (establishing firewalls).

Walt noted that he has not received comments on the current document and solicited
feedback.

There was some discussion of what were the security requirements that were trying to
be met. MITRE was asked if they could put together a short paper on OSI security
policy to set the context for this work and to stimulate further discussion. Bill Barns
volunteered himself and Walt to pursue this.
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e NIST IS-IS TEST LAB

Rich Colella gave a quick overview of the IS-IS test lab established at NIST. Two
Open Lab sessions have been conducted to date to perform vendor interoperability
testing.

A report of the router testing is being prepared. Rich agreed to get a copy of the
completed report sent to the NOOP list.

The third NOOP session took place during the 7:00 p.m. session on Wednesday, March
18th, and was devoted to discussion of the IDRP for IP document. A new working group
will be formed to discuss the IDRP issues. Detailed notes are available via ftp, cd ietf, get
noop-minutes-92mar.txt.
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3.4.3 OSI Directory Services (osids)

Charter

Chair(s):
Steve Hardcastle-Kille, s.kille@cs.ucl.ac.uk

Mailing Lists:
General Discussion: ietf-osi-ds@cs.ucl.ac.uk
To Subscribe: ietf-osi-ds-request@cs.ucl.ac.uk
Archive:

Description of Working Group:

The OSI-DS Group works on issues relating to building an OSI Directory Ser-
vice using X.500 and its deployment on the Internet. Whilst this Group is
not directly concerned with piloting, the focus is practical, and technical work
needed as a pre-requisite to deployment of an open Directory will be considered.

Goals and Milestones:

Done Definition of a Technical Framework for Provision of a Directory Infrastructure
on the Internet, using X.500. This task may later be broken into subtasks. A
series of RFCs will be produced.

Done Study the relationship of the OSI Directory to the Domain Name Service.
Ongoing  Maintain a Schema for the OSI Directory on the Internet.

Ongoing  Liaisons should be established as appropriate. In particular: RARE WG3,
NIST, CCITT/ISO IEC, North American Directory Forum.

Internet Drafts:

“Building an Internet Directory using X.500”,11/19/1990, S. Kille <draft-ietf-
0six500-directories-01.txt, or .ps>

“Using the OSI Directory to Achieve User Friendly Naming”, 11/26/1990, S.
Kille <draft-ietf-osids-friendlynaming-03.txt, or .ps>

“Handling QOS (Quality of service) in the Directory”, 03/20/1991, S.E. Kille
<draft-ietf-osids-qos-01.txt, or .ps>

“Naming Guidelines for Directory Pilots”,03/21/1991, P. Barker, S.E. Hardcastle-
Kille <draft-ietf-osids-dirpilots-04.txt, .ps>

“DSA Naming”, 03/21/1991, S.E. Hardcastle-Kille <draft-ietf-osids-dsanaming-
02.txt, or .ps>
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“Schema for Information Resource Description in X.500”, 06/14/1991, Chris
Weider <draft-ietf-osids-resdescripx500-00.txt>

“Schema for NIC Profile Information in X.500”, 06/14/1991, Chris Weider,
Mark Knopper <draft-ietf-osids-nicprofilex500-00.txt>

“Interim Directory Tree Structure for Network Infrastructure Information”,
06/14/1991, Chris Weider, Mark Knopper, Ruth Lang <draft-ietf-osids-treestructure-
00.txt>

“Directory Requirements for COSINE and Internet Pilots (OSI-DS 18)”,07/09/1991,
S.E. Hardcastle-Kille <draft-ietf-osids-requirements-00.txt, .ps>

“Generic Security Service Application Program Interface Overview and C bind-
ings”, 07/10/1991, John Wray <draft-ietf-cat-secservice-00.txt>

“An Access Control Approach for Searching and Listing”, 09/23/1991, S.E.
Hardcastle-Kille, T. Howes <draft-ietf-osids-accesscntrl-00.txt, .ps>

“Representing Public Archives in the Directory”, 12/04/1991, Wengyik Yeong
<draft-ietf-osids-archdirectory-00.txt>

“A String Representation of Distinguished Names”, 01/30/1992, S. E. Hardcastle-
Kille <draft-ietf-osids-distnames-00.txt, .ps>

Request For Comments:

RFC 1275 “Replication and Distributed Operations Extensions to Provide an Internet

Directory using X.500”

RFC 1276  “Replication and Distributed Operations Extensions to Provide an Internet

Directory”

RFC 1277 “Encoding Network Addresses to Support Operation Over Non-OSI Lower

Layers”

RFC 1278  “A String Encoding of Presentation Address”

RFC 1279 “X.500 and Domains”
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CURRENT MEETING REPORT

Reported by Steve Hardcastle-Kille/UCL and Justin Walker/Apple
Minutes of the OSI Directory Services Working Group (OSIDS)

There were no comments on the Minutes of the San Jose meeting; they were accepted as
written.

Steve Hardcastle-Kille was to have prompted George Brett to circulate documents. It was
not known if this had been done, so the action was dropped.

Richard Collela was to send a current list of the OIW documents to the OSIDS mailing list.
The question was asked whether this was done, and no one knew for sure. Subsequent to
the meeting, Rich did distribute the OIW document list. It is appended here.

Other items of business were to be discussed as specific points on the Agenda.
Liaison Reports

1. RARE WG3: (Erik Huizer)

A number of documents were discussed. The “character set” issue was also discussed.
On a sad note, the January meeting for WG3 was cancelled, due to restructuring
within RARE. In the future, it will be more like IETF (from May onwards). There
will be a followon to WG3, but the form has not yet emerged.

2. ISO/CCITT - (No liaison was present.)

Availability of the Directory root.over CONS has been requested by JANET. This will
cause reachability problems for CLNS use. The issues haven’t been fully addressed
yet.

3. OIW: (Russ Wright)

Agreements on replication have gone stable (1992); 1988 documents on replication are
stable. Trying to distinguish between ’88, ’92 items. The X.400 and X.500 SIGs met.
The X.400 folks complained about lack of attribute types for routing. EWOS sent
a statement about adding transport requirement (NSAPs don’t specify transports).
Major work on international standard profiles (dealing with DAP) is underway; this
should be out by December.

4. NADF: (Einar Stefferud)

The pilot proposed for February 1992 is “underway” , with all NADF members par-
ticipating. Due to agreements between NADF members, a “utopian” view of the pilot
will be presented to the world outside the NADF in that no details will be discussed
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as to which pilot member is doing what. There are interworking issues between this
pilot and the White Pages Pilot (WPP), due to different naming schemes and the
listing vs. registration models. Discussions have been held at NADF to determine
that two pilots could *not* be connected. According to Stef, there is no common
naming of schema. The major problem is operational (naming of DSAs, etc.). PSI
can not act as broker (there are knowledge and data sharing problems). Desire is
there, so it seems that meetings are needed to discuss this. The NADF pilot work
needs to stabilize before these can reasonably proceed. The NADF wants to push
knowledge sharing (open DIT; global system).

WPP was being run as a registration tree, so that the it had to be the national
registration authority for ¢c=US by virtue of holding the ¢c=US MASTER. While
none of the principals ever claimed to be the US registration authority per se, we just
ended up doing that as a consequence of the registration model. It was pointed out
that these assumptions were necessary for early deployment.

NADF is waiting for the 1992 changes to the directory (X.500) to be published to
determine what membership will do about compliance.

The NADF has issues of competitiveness, tariffs, etc., guiding its pilot development.
These are real world assumptions. The WPP assumptions were simplifying. NADF
documents are available, modulo media issues.

. DISI: (Chris Weider)

Three new RFCs are out: 1292, 1308, 1309 (a “real executive summary”). They now
have a clean slate, so if new documents are needed, speak up.

AARNet: (Steve Hardcastle-Kille)
Report to the IETF OSI-DS WG from the AARNet Directory Project
(a) Australian Networkshop in last December.

We conducted a demonstration of the Directory at the recent Networkshop which
attracted considerable interest, and as resulted in 3 more AARNet members
joining the pilot.

The demonstration was spoiled somewhat by the failure of our frame grab-
ber and where we had hoped to use colour images, JPEG encoded, we had
to make do with greyscale imagines (still using JPEG). The DIT used for the
Networkshop is still available, as “c=AU@o=Australian Networkshop”, having
been migrated from the loan machine we had at the Networkshop to one of our
project machines.

(b) Future of the AARNet Directory Project.

Officially the project has concluded, except for the submission to AARNet of our
report, but we expect that the Project will continue, hopefully with additional
funds from AARNet.
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(d)

We will continue to champion the Directory as an information resource and en-
courage AARNet members to run their own directories. We also intend to use of
our machines to provide a service where AARNet members can experiment with
the Directory without having to run their own, as well as providing a registra-
tion point for any organisation connected to AARNet so that basic information
about their organisation can be made available through the Directory.

Binary distribution of DUAs and DSAs.

The AARNet Directory Project have made available a number of binary kits
(SPARC, RISC/Ultrix, Sun3 and Pyramid) of the Quipu distribution for anony-
mous ftp on ftp.adelaide.edu.au in the pub/white_pages/KITS directory. The
main purpose of this is to allow other sites to easily access the the pilot, either
by making access to the Directory available at their site or allow them to easily
configure a DSA of their own. The kit has been tailored for sites wishing to join
the pilot in Australia but the binaries could be used anywhere.

Current state of the Directory in Australia.

There are currently 25 DSAs in Australia, and they master 45,975 entries. After
checking the sites that have fetched a copy of one of our binary kits I would hope
that there will be 3 more sites in Australia starting to run their own DSA shortly.

Status Reports of Operational Pilots

¢ FOX: (Tom Tignor)

FOX is waiting on NSF funding; final reports have been submitted, and nothing is
happening now. Individual efforts:

— SRI

x5whois - whois information in a DSA. Conversion problems overcome, but
DSA loading is taking a long time (they have added more memory, reduced
the number of attributes held). There are 150000 entries now. Interoperability
testing (between QUIPU and CUSTO) is underway.

PSI

Three commands are being developed at PSI. x5ftp is under development. x5rfc
is done, development-wise, but is awaiting on x5ftp for release of both to assure
no changes to x5rfc due to a problem discovered in x5ftp. usconfig is done and

released. It should be in future ISODE releases (it’s basically the core of the
wpp-addon stuff right now).

MERIT

Working on making information resources (e.g., k-12, NIC ) available on X.500;
schema documents on these are available. They are looking at storing data
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as pointers to original information. The University of Michigan is developing
a Macintosh DUA (maX.500, by Mark Smith). This isn’t related to FOX in
terms of funding or anything. The connection with FOX is that Merit, a FOX
member, likes it and has been helping to promote it.

ISI

Currently, they are in a cheerleading mode, and acting as a central switchboard
for these efforts. They are just moving to QUIPU 7.0. They are looking at a
lightweight version of x5whois.

A question was asked regarding the transition to X.500 in Europe: have there
been real directories mapped into x5007 The consensus is no, that most directory
efforts have focused on creating new X.500 databases. We should then look at
any problems arising from moving the “whois” base to X.500.

White Pages

According to Wengyk, the transition to the NADF naming scheme is going
unusually slowly due to opposition/apathy on the part of pilot project members.
There are 91 organizations in the pilot now. Operationally, heavy use of the
wp.psi.net machine reported; this appears to be causing the ‘dad’ server to fail
sporadically. Also, as a result of heavy use of wp.psi.net, an auxiliary DSA
“c=US@cn=Horned Frog” was created to be the service DSA on wp.psi.net. So
the “Fruit Bat” DSA is now back to being a ¢c=US (and other things) slave only.
During Wengyk’s report, the NADF/WPP differences were discussed again.

PARADISE: (Paul Barker)

There have been problems with (large) getedbs. PARADISE is moving to
ISODE 8.0, and this is causing some service upset. Use of central DUA ser-
vices on a central ULCC system is rising. It was requested that we all please
take some of the lush documents from PARADISE. These describe the services
supplied, as well as the user interface alternatives provided. Revisions are being
planned for the DUA (e.g., loosening up the hierarchy). Multilingual versions of
I/F are becoming available. Among others, a management interface for simple
maintenance; for small or disinterested users (e.g., for those with a simple o=,
or for lower level updates). A probe (written in C++) is being produced, with
better post processing of results. One partner (the Dutch PTT) has sent query
to other PTTS on attitudes on X500 (most said “X.What”?). Steve Hardcastle-
Kille and Paul Barker are producing 3 metric documents - for DUA, DSA, and
Pilots. These will be in the form of questionnaires, and they are looking for
details on each.

The operational reports being given, we plunged into the individual items from the Agenda.
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Security

The NADF started looking at it last year. A Directory Bill Of Rights has been published
as RFC 1295. Each word of the Bill of Rights has been lovingly crafted to say exactly what
it says, nothing more and nothing less. Also, security for competitive products has been

under study. A revision of this is expected after NADF meeting, when it will be revised
and published as an RFC (the week of 4/21).

Need for a Directory Operations Group - Does the IETF need a WG for Operations, dealing
practical issues of running a directory service on the Internet. This group could work
on a benchmark document, operating specifications, interoperability issues. During the
discussion, a question was raised regarding the difference between the new group and DISI;
the latter was described as an educational provider. Suggested differences: the OSI-DS
provides implementations of the directory; DISI is for users; and the new group is for
operators. It was pointed out that this obeys the Narrow Focus admonition of IETF WGs.
A straw poll indicated low interest in both having and not having a separate WG for
operations (a majority abstained from the voting; only a handful cast votes), so the issue
was put aside for now.

Strategy Document

Some issues need to be resolved, privately, before getting closure on this document. Concern
has been raised that Steve H-K is generating documents faster than the rest of us can read
them. The protagonists are looking for insight on what should go into and what should
not go into the document. The problems are: the document describes the registration
model; attention needs to be paid the work of the NADF and listing model. The document
also doesn’t address deployment issues, e.g., where the resources come from. A section on
security is wanting, but should be filled in from Steve. A version is promised by the end of
April. Anyone with views should speak with Erik Huizer.

New Object Models

Three papers on new object models have been published. The ob ject models are described
therein as schemas. Comments are solicited. One comment - this doesn’t match the X.500
model of having “objects” that have “real” significance. What is “service” (called “re-
source” in the papers)? A subgroup meeting was suggested for further resolution of the
subclass/object definition. Another comment: how does one search, based on schema? One
must distinguish between DIT structure and object models. The former is to be considered
in the WAIS BOF. There followed a discussion of how to represent network infrastructure
information in the directory. A previous paper thought now to be wrong (by the author) It
was suggested that IP representation should be widened to include host parts, AD, other
information. Concern was expressed that the representation of network addresses not lose
information (e.g., net masks).
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OSI-DS-12 Discussion (and the “list vs. registration” debate).

Earlier, after discussion on the osi-ds mailing list, the document was modified to add a note
on an alternative (championed by Christian Huitema). In discussions at RARE, the WG3
folks have suggested removing the alternative (i.e., going back to the form prior to Chris-
tian’s suggestions were added). There followed a lively discussion on the two alternative
positions, although no one was present to support the alternative. The position taken in
the paper was well and eloquently defended. Note that the document hasn’t been through
the IESG/IAB process yet. Note also that the disputed section is really an advisory one,
dealing with countries without current registration authorities. A straw poll was taken on
the question of removing the “alternative”: lots in favor; two abstentions; none against.

Also, it was observed that Sec 3: the UFN statement makes it (this particular UFN syntax)
special. After discussion, it was accepted that this section should be deleted.

The subject of “Who Owns The Root?” arose, relating to an ongoing concern with resolv-
ing the differences between the listing and the registration models. A discussion ensued
regarding the effects of putting in things to the root, willy-nilly. o=Internet, small numbers
of “I1="s, , and a small number of DSAs were examples used to highlight some of the issues.
No conclusions were reached by the meeting.

Registration vs. Listing Discussion

In the Listing corner were Einar Stefferud and Marshall Rose. The NADF is leveraging off
US civil authority (in particular, that resting with the states, counties, and “localities”).
There is a problem of looking for a company (or a person) without knowing its state of
incorporation (that is, Delaware, not Confused) (or, in the case of a person, the organization
chart of his (s/he/it’s) company). From this view, the DIT should be organized based on
search needs. Therefore, we need to do this at national level. A basic issue is the mapping
from civil authority to DIT (need not be 1-1). This is the Listing view.

It is claimed that registration authentication already exists, except for registration under
c=US. ANSI does allow registration here (at the c=US level) at $2500 a pop; the details
have appeared on the net a number of times. Control of the directory (i.e., assuring that
we don’t pollute the directory at too high a level) comes with listing charges.

The listing model, following an anecdote from Einar Stefferud, emphasizes the need to lose
your keys under the light. The point is that you are more likely to find your keys where
there is light (even if you didn’t lose them there). Similarly, one needs to list oneself in the
Directory where one would be expected. Where one is actually registered is less of an issue,
and depends on vagaries of the domain administering your neck of the woods (or DIT).

The membership was advised that no lunch break would be forthcoming until this discussion
is done. As a result, our focus narrowed.

The registration side view was detailed by Steve Hardcastle-Kille. The Directory should
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leverage off existing civil authority. It is important to separate directory and registration (at
least at high levels; at lower levels, convenience of the DNS approach may override). Multiple
providers are needed, as is naming coherency (tied in later). NADF requires all providers
to assure naming coherency. There are 3 kinds of registration: ANSI, civil, and derived.
These are the listings. The point was made that listings are actually a form of registration,
in that a listing takes up “name space” and that listing agents must work to assure that
collisions don’t occur. A counter argument was made that collisions will naturally clean
themselves up as a result of the competitive nature of the Directory provision market. The
problem seems to be the issue of recursive listing authorities.

The debate continued with no clear winner, although the weight of evidence seemed to
favor the listing folks. The point was made that the NADF model had no implications for
components of the DIT outside c=US (other than those inherent in its adoption beyond
those boundaries). The Listing view starts with the observation that names are intellectual
property, sanctioned by civil authority within some (e.g., c=) boundary. Listings (following
NADF) are algorithmically derived from names, hence (at least within the domain covered
by NADF), no chance for collision. There was disagreement on the issue of listing being an
implicit registration.

In the end, the sense of the meeting (by show of hands) was to push 12 to an RFC. The
Listing vs. Registration debate will continue, with efforts being made to align the various
pilots for interoperability. Steve Hardcastle-Kille will reread NADF-175, to help determine
what can be done, while Wengyk will continue to work on the interoperability issues between
the NADV and WPP pilots.

User Friendly Naming (UFN)

Per a suggestion from the IAB, the UFN document will be split. The specific string repre-
sentation (the use of “;” vs. ) has gotten a lot of discussion. The use of UFN itself has
received little comment. Discussion on the string rep: use ’;’ or ¢,y or “not” both.

On the vote to forward the UFN document, the ’ayes carried (so it will be forwarded). Steve
Hardcastle-Kille will post the resulting documents.

Quality of Service (QOS)

There has been no progress on the Quality Of Service issue. The QUIPU implementation
now agrees with “the documentation” (the RFC, not the QUIPU manual). There are two
pieces: the user interface and the deployment. Deployment underway. To date, there has
been no user interface defined to allow a user to invoke this capability. A dissenting view
on the utility of QOS is that it is up to the guy who provides the service to describe QOS,
and there is little or no uniformity to allow this. For example, for the provider using the
ISODE-provided DSA, he may describe it as experimental if he is a commercial provider,
or as non-experimental if he is a university researcher. The experiments will continue.
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JPEG

Support for this should be in the next version of QUIPU. A schema for JPEG photos is not
yet ready. Currently, this is specified as an octet string. There is a conflict with G3Fax,
which will be resolved by separating attributes (per last meeting).

Character Sets

The paper is partly from discussions in RARE WG3 and RARE/COSINE groups. Current
DUAs don’t support national characters and the T61 data type very well. Europe (at
least) has a requirement for national characters. The providers need to add this support
in a coordinated way. The directory should have national versions of names (I18N). The
solution proposed by the author is:

Store national characters using T61 string syntax

DSA string search algorithms must account for I18N’d names

Mapping table

DUA presentation to user dictated by the user (to use or not use I18N)

Issues include:

e What are precise requirements?
e What are the implications for UFN?
e The necessity to agree on conversion at a national level

Note that UFN is assumed to be defined on abstract character set, so I18N not an issue(?).

Remarks:

o Is this only an “operational” issue, or are there other issues?

o How are I18N strings stored, searched? X.500 discusses this briefly, but that discus-
sion does not seem acceptable.

o No experimentation is underway, but should be started (e.g., between France and
Norway).

Counting the DIT

Current work is DSA-specific and is very implementation specific. A suggested new ap-
proach is to add new attributes (integers all) that count appropriate things at each level.
Counts can be done manually or automatically. The question arose: do we count the # of
registered or listed entries? The sense of the meeting was to progress with the experiment
Tim Howes volunteered to write some quipu syntax handlers for the counting attributes.
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He did not volunteer to change quipu to make use of these features, but would be willing
to at least look into that.

Steve Hardcastle-Kille volunteered to write some quipu syntax handlers for the counting
attributes. He did not volunteer to change quipu to make use of this stuff, but he’d be
willing to at least look into that.

RFC1274

The original intent was for Steve and Colin to maintain this document. Problems have
arisen with the time needed to maintain it (keep it up to date) and how to maintain it.
A suggestion is that we try a structured approach a la SNMP. We need to document each
“object class” as with a MIB: what are the mandatory, optional, and experimental entries.
Another problem is expressed concern over the openness of the process to extend attribute
and class lists. We could either establish a small committee or a new WG to oversee the
development of the Directory. The consensus was for a small committee. The IAB was
previously asked about their feeling. The thought was put forward that this could be more
like Host Requirements, than like SNMP. A show of hands called for an attempt to tack down
what the committee would do. Five brave souls stepped forward. Paul Barker volunteered
to restructure the main document. The new structure will include procedures for extending
the current definition, a list of other documents and general purpose attributes; and a
mechanism for generating other documents as needed.

Schema Publishing

An alternative to the preceding approach is “don’t write RFCs”. Instead, just write a new
schema into the DIT. Tim Howes and Mark Smith volunteered to write this up for public
consumption. Code to do this is also needed. There followed a discussion of machine gener-
ated schema descriptions, e.g., by automatically culling appropriately prepared documents
from the new RFC1274 structure. Stay tuned.

preferredName Attribute Discussion

Others deferred to the committee. The attribute type preferreddisplayname is a subtype of
CN (for 1988 Directories, this would be a duplicate of the CN). A DUA could use this as
the display value for CN. The attribute would not be mandatory.

Administrative Limits

In a note sent out in January, the idea of size and time limits on searches was proposed.
Also, it would be nice to have a value to limit the number of DSAs to which to refer during
a search. This is thought to be related to issues of QOS. A document discussing these values
was proposed for the next meeting. Note that this puts information about Directory use
in the Directory. Doing this may require the use of security above that currently available.
Should these be represented in MIBs? Steve Hardcastle-Kille discussed the use of SNMP
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as a tool for the management of directories.

Adding DNS information to directory - Software has been created to load DNS information
into the DIT. “dnsconfig” will create the initial EDB hierarchy for the DNS part of the tree.
“dnsupdate” loads DNS information into the directory. “fred” has been modified to resolve
user@domain. “dnsconfig” and “dnsupdate” are under test. The modified “fred” has not
been released yet. The work is being done at PSI, by Wengyik Yeong.

Some comments were offered on RFC1279, based on this work: using case insensitive string
to represent the values of all types of DNS records is too simplistic. However, defining
separate attribute syntaxes for every DNS record is both impractical and wasteful. It
doesn’t scale, and the effort is wasted for those less frequently used record types. As a
compromise, one can special case those DNS records with their own syntaxes. The others
can continue to use case insensitive string values.

It was suggested that DNS records that use case insensitive string values need to have the
sequence in which the TTL, Class, and Type fields occur, standardized. One could fix the
sequence (e.g., in the order of Class, TTL and Type) with all three mandatory in every
record; or fix the sequence as above, but let the class be optional and default to IN. Steve
noted that the flexibility present in the current draft of RFC1279 is due to similar flexibility
in the DNS RFCs themselves (which allow different orderings for TTL, Class and Type).
Steve and Wengyk took an action item to find out why such flexibility exists in the DNS.

Some concern was expressed that “leaves” in the DNS can be interior nodes in the DIT.
This could be a problem, since QUIPU is very slow when loading non-leaf entries.

During the wrapup of this discussion, some open questions were posed. Can we make
o=Internet the final resting place for the DNS tree in the DIT? It was felt that the group
had consensus on this issue, and that the answer is “yes”.

Can we load up all the top level domains (from DNS) without explicit consent from domain
owners? With reference to the discussion of zone transfers below, the consensus was