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Director’s Message

The 28th meeting of the Internet Engineering Task Force was held in Houston, Texas,
November 1-5, 1993. The meeting was co-hosted by SESQUINET and Rice University,
and our thanks and appreciation go out to Bill Manning and to all the others who
helped with the terminal room and the social event.

I'm not sure how much longer the growth of the IETF meetings can continue. This
was one of the top IETF meetings based on attendance with just over 635 registered
attendees in Houston, making this the third largest meeting to date (slightly exceeding
the Washington D.C. meeting which had 633 attendees).

The number of first time attendees remained close to the 200 mark. There were 173
first time attendees at the Houston meeting (approximately 27%). About 100 people
showed up for the Newcomers’ Orientation on Sunday afternoon.

Multicast IETF Meetings

From the multicast perspective, things keep growing and growing, and it is impossible
to guess how many people are “listening in” during the IETF meetings. There were
more than 600 hosts on the receiving end of the Houston IETF multicast effort, up
from approximately 400 hosts on-line during the Amsterdam meeting. The number
of countries listening in stayed the same at 16. This technology is increasing the
number of virtual attendees at these meetings, and coverage is not limited to the
technical presentations and plenaries. The broadcast system is on wheels, and it is
not uncommon to see the multicast volunteers (from the host group) wheeling a cart
from working group to working group meeting!

The IETF is Going “Green”

Recognizing the concern for the environment, and the focus on electronic distribu-
tion of information for which the Internet is famous, the IETF consensus during the
Thursday afternoon Open Plenary was to begin moving towards an electronic version
of the meeting proceedings. This effort will reduce the paper requirements (saving
trees) and the overall cost of printing and distributing the proceedings.

The IETF Secretariat has always made the minutes available in the IETF shadow
directories, but this is not an electronic version of the proceedings. They do not
include the overheads from the technical presentations or those used during working
group meetings. Obviously these must be included in the electronic proceedings.



It is also understood that merely having files available for copying via FTP is not
sufficient, and there is much more that can, and will, be done.

The Secretariat is already examining what must be done in order to provide electronic
proceedings. We are looking into how we might be able to store and provide the
overhead materials, and we are looking into the hardware and software needed to
scan the overheads and create some transportable file (i.e. Postscript). Many of the
overheads used are created on workstations and computers that have the capability
of producing Postscript files (and other formats as well), and this will be factored
into our process.

Obviously, there will be no shortage of suggestions and techniques (indeed, these are
already coming in). It should be noted that this will be conducted as an experiment
for the Seattle IETF meeting and there will be many changes suggested in the future
as we gather experience and take advantage of new technologies and capabilities.

The Secretariat will also be looking into how this information can be provided to
the Internet community. Initially, we are planning to make everything available via
gopher. Future plans include investigating the options of other mechanisms such as
hyper-text and possibly distributing the proceedings on CD-ROM. In fact, depend-
ing on storage requirements and capabilities (not to mention demand), it might be

possible to create a single CD with the proceedings for an entire year. I can just see
it now, the IETF’s Greatest Hits of 1994!

There will be a change in the registration form for the Seattle IETF meeting in 1994.
People will be asked to indicate if they want to receive a printed copy of the proceed-
ings. Remember that this is an experiment, and make your choice appropriately.

What a Year!

This has been quite a year for the IETF. We began the year with IPNG candidate
demonstrations in the terminal room at Columbus, status updates in Amsterdam,
and the consolidation of SIP and PIP into a single effort by the November meeting.

Another first-time event at the Columbus IETF meeting was the announcement of
new members to the IESG and IAB. This was the first implementation of the selection
process defined by the POISED Working Group.

The IESG established a special ad-hoc Area for all the IPNG related working groups,
and by November the IPNG Directorate had been announced, along with a six month
plan of action.

We held the first IETF meeting outside of North America, and future non-North
American meetings are being planned as I write this message.



Multi-casting is no longer a “special” component but an integral part of the meetings
themselves. We’ve seen the number of receiving sites grow to more than 600 in over
15 countries.

And the world has discovered the Internet. A significant number of books have
appeared in bookstores, many articles are printed in the press, a cartoon appeared in
the New Yorker Magazine (see the Amsterdam proceedings), and even Doonesbury
has gotten into the act. More and more “mainstream” publications are carrying
information on the Internet. More and more services are being offered and discussed.

There are a number of new products (user interfaces) that are available to all In-
terneters; new tools and features are anticipated all the time, and are being worked
on today. Capabilities we are only now beginning to conceptualize will probably be
designed, implemented, distributed, and re-implemented (good ol’ Version 2, eh?) by
this time next year. Traditional concepts are being challenged and rethought as the
general public moves into cyberspace.

Consider electronic publication... this is/will be much more than merely having the
articles and pictures, along with the cover and title pages, available on-line for elec-
tronic distribution or browsing. The entire concept of books will be re-examined as
one considers the capabilities available today (and conceptualize what could be avail-
able tomorrow)... additional references, use of new technologies such as hypertext,
knowbots, links to reference material and even more... two-way communication! Just
imagine an application where a “reader” can ask the author to elaborate on a concept,
clarify with additional examples, or even to submit additional queries.

“May you live through interesting times” is an ancient Chinese curse. However, I am
looking forward to more interesting times as new capabilities are provided and we
improve our ability to perceive what cyberspace has to offer.

Future Meetings

The next IETF meeting will be in Seattle, Washington the last week of March (March
28 - April 1, 1993). This meeting is being hosted by NorthWestNet. Following Seattle,
we will be travelling to Canada for the summer meeting which is scheduled to be in
Toronto, Ontario from July 25-29, 1994. The final meeting of 1994 will be in the San
Francisco Bay area; presently, the Secretariat staff are working with the host group
to identify the meeting time and place. Once this information is known it will be
broadcasted to the IETF Announcement mailing list.

Note that information on future IETF meetings can always be found in the file
/ietf/Omtg-sites.txt which is located on the IETF shadow directories.

Stephen J. Coya
Executive Director, IETF



IETF Progress Report

The IESG and IETF have been very active since the Amsterdam IETF Meeting last
July; over 125 Internet-Drafts, 26 Protocol Actions, and over 65 RFCs.

Between the [ETF meetings in Amsterdam, The Netherlands and Houston, Texas,
there were four new working groups created:

1.
2.
3.
4.
and t

© 00N Ok WD

10.

Remote Lan Monitoring (RMBONMIB)
Generic Internet Service Description (GISD)
Internet Stream Protocol V2 (ST2)

Routing over Large Clouds (ROLC)

ten working groups were concluded:

FDDI MIB (FDDIMIB)

Bridge MIB (BRIDGE)

IP Over Large Public Data Networks (IPLPDN)
Internet Message Extensions (822EXT)
Network News Transport Protocol (NNTP)
IEEE 802.3 HUB MIB (HUBMIB)

Token Ring Remote Monitoring (TRMON)
Chassis MIB (CHASSIS)

Host Resources MIB (HOSTMIB)

MIME-MHS Internetworking (MIMEMHS)

Additionally, 66 RFCs have been published since the Amsterdam IETF meeting in

July, 1993:
RFC Status Title
RFC1440 E SIFT/UFT: Sender-Initiated/Unsolicited File Transfer
RFC1467 I Status of CIDR Deployment in the Internet
RFC1477 I IDPR as a Proposed Standard
RFC1478 PS An Architecture for Inter-Domain Policy Routing
RFC1479 PS Inter-Domain Policy Routing Protocol Specification:

Version 1

RFC1482 I Aggregation Support in the NSFNET Policy Routing Database
RFC1483 PS Multiprotocol Encapsulation over ATM Adaptation Layer 5
RFC1484 E Using the OSI Directory to achieve User Friendly

Naming (OSI-DS 24 (v1.2))

RFC1485 PS A String Representation of Distinguished Names

(OSI-DS 23 (v5))

RFC1486 E An Experiment in Remote Printing



RFC1487
RFC1488

RFC1489
RFC1490
RFC1491
RFC1492
RFC1493
RFC1494

RFC1495
RFC1496

RFC1497
RFC1498
RFC1500
RFC1501
RFC1502
RFC1503

RFC1504

RFC1505
RFC1506

RFC1507
RFC1508
RFC1509
RFC1510
RFC1511
RFC1512
RFC1513

RFC1514
RFC1515

RFC1516
RFC1517

RFC1518

PS
PS

DS

DS

PS

PS
PS

PS
PS
PS

PS
PS

PS
PS

DS

PS

PS

X.500 Lightweight Directory Access Protocol

The X.500 String Representation of Standard
Attribute Syntaxes

Registration of a Cyrillic Character Set

Multiprotocol Interconnect over Frame Relay

A Survey of Advanced Usages of X.500

An Access Control Protocol, Sometimes Called TACACS
Definitions of Managed Objects for Bridges
Equivalences between 1988 X.400 and RFC-822 Message
Bodies

Mapping between X.400 and RFC-822 Message Bodies
Rules for downgrading messages from X.400/88 to
X.400/84 when MIME content-types are present in the
messages

BOOTP Vendor Information Extensions

On the Naming and Binding of Network Destinations
INTERNET OFFICIAL PROTOCOL STANDARDS
0OS/2 User Group

X.400 Use of Extended Character Sets

Algorithms for Automating Administration in SNMPv2
Managers

Appletalk Update-Based Routing Protocol: Enhanced
Appletalk Routing

Encoding Header Field for Internet Messages

A tutorial on gatewaying between X.400 and Internet
mail ,

DASS - Distributed Authentication Security Service
Generic Security Service Application Program Interface
Generic Security Service API : C-bindings

The Kerberos Network Authentication Service (V5)
Common Authentication Technology Overview

FDDI Management Information Base

Token Ring Extensions to the Remote Network
Monitoring MIB '

Host Resources MIB

Definitions of Managed Objects for IEEE 802.3 Medium
Attachment Units (MAUs)

Definitions of Managed Objects for IEEE 802.3
Repeater Devices

Applicability Statement for the Implementation of
Classless Inter-Domain Routing (CIDR)

An Architecture for IP Address Allocation with CIDR



RFC1519

RFC1520

RFC1521

RFC1522

RFC1523
RFC1524

RFC1525

RFC1526
RFC1527
RFC1528

RFC1529

RFC1530

RFC1531
RFC1532

RFC1533
RFC1534
RFC1535

RFC1536
RFC1537
RFC1538
RFC1539

RFC1540
RFC1541
RFC1542

RFC1543

PS

DS

DS

PS
PS

PS
PS

e e B e L

PS
PS

Classless Inter-Domain Routing (CIDR): an Address
Assignment and Aggregation Strategy

Exchanging Routing Information Across Provider
Boundaries in the CIDR Environment

MIME (Multipurpose Internet Mail Extensions) Part
One: Mechanisms for Specifying and Describing the
Format of Internet Message Bodies

MIME (Multipurpose Internet Mail Extensions) Part
Two: Message Header Extensions for Non-ASCII Text
The text/enriched MIME Content-type

A User Agent Configuration Mechanism For Multimedia
Mail Format Information

Definitions of Managed Objects for Source Routing
Bridges '

Assignment of System Identifiers for TUBA/CLNP Hosts
What Should We Plan Given the Dilemma of the Network?
Principles of Operation for the TPC.INT Subdomain:
Remote Printing — Technical Procedures

Principles of Operation for the TPC.INT Subdomain:
Remote Printing - Administrative Policies

Principles of Operation for the TPC.INT-Subdomain:
General Principles and Policy

Dynamic Host Configuration Protocol

Clarifications and Extensions for the Bootstrap

Protocol

DHCP Options and BOOTP Vendor Extensions
Interoperation Between DHCP and BOOTP

A Security Problem and Proposed Correction With
Widely Deployed DNS Software

Common DNS Implementation Errors and Suggested Fixes
Common DNS Data File Configuration Error

Advanced SNA/IP : A Simple SNA Transport Protocol
The Tao of IETF - A Guide for New Attendees of the
Internet Engineering Task Force

INTERNET OFFICIAL PROTOCOL STANDARDS
Dynamic Host Configuration Protocol

Clarifications and Extensions for the Bootstrap

Protocol

Instructions to RFC Authors
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Final Agenda of the Twenty-Eighth IETF

(November 1-5, 1993)

MONDAY, November 1, 1993

0800-0900

0900-0930
0930-1200

Break
1330-1530

1530-1600
1600-1800

IETF Registration and Continental Breakfast

Working Group Chairs Workshop
(Dave Crocker/Silicon Graphics)

Introductions

Technical Presentations

e IP: Next Generation

Afternoon Sessions I

APP  Internet Message Access Protocol WG (imap)
(Terry Gray/UWash)

INT  IP Over Large Public Data Networks WG (iplpdn)
(Caralyn Brown/Wellfleet)

IPNG  P. Internet Protocol WG (pip) (Paul Francis/Bellcore)

IPNG TCP/UDP over CLNP-addressed Networks WG (tuba)
(Peter Ford/LANL and Mark Knopper/Merit)

MGT ATM MIB WG (atommib) (Kaj Tesink/Bellcore)

OPS  Generic Internet Service Description WG (gisd)
(Tony Bates/RIPE and Danniel Karrenberg/RIPE)

SEC  Security Area Advisory Group (saag) (Steve Crocker/ T1IS)

TSV Multiparty Multimedia Session Control WG (mmusic)
(Eve Schooler/IST and Abel Weinrib/Bellcore)

USV ~ Whois and Network Information Lookup Service WG
(wnils) (Joan Gargano/UCDavis)
Break (Refreshments provided) |

Afternoon Sessions II

INT ~ Whither ATM - an Update BOF (atminfo)
(Mark Laubach/Hewlett-Packard)

IPNG  Simple Internet Protocol WG (sip)
(Steve Deering/Xerox PARC and Bob Hinden/Sun)



1600-1800 Monday, November 1, 1993 - Afternoon Sessions II (cont’d.)

MGT Remote LAN Monitoring WG (rmonmib)
(Mike Erlinger/Harvey Mudd College)

OPS  Network Joint Management WG (njm
(Gene Hastings/PSC) ! ‘

OPS  Network Status Reports WG (netstat) (Gene Hastings/PSC)

SEC  Authorization and Access Control WG (aac)
(Cliff Neuman /ISI)

USV  Uniform Resource Identifiers WG (uri) (Alan Emtage/Bunyip
and Jim Fullton/UNC)

INJM and NETSTAT will be meeting in joint session.



TUESDAY, November 2, 1993

0830-0900
0900-0930

0930-1200

Break
1330-1530

Continental Breakfast

IETF Technical Presentations
e “CIDR Status” (Tony Li/cisco)

Morning Sessions

APP
APP

INT

MGT

RTG

RTG

SAP

SEC

Usv

USv

Mime Content BOF (mimecont) (John Klensin/UNU)
TELNET WG (telnet)
(Steve Alexander/Lachman Technology)

IP Over Asynchronous Transfer Mode WG (atm)
(Mark Laubach/Hewlett-Packard)

Network Management Area: Open Meeting (nmarea)
(Marshall T. Rose/DBC)

Inter-Domain Multicast Routing WG (idmr)
(Tony Ballardie/UCL and Paul Francis/Bellcore)

ISIS for IP Internets WG (isis) (Ross Callon/Wellfleet
and Chris Gunner/DEC)

Service Location Protocol WG (svrloc)
(Scott Kaplan/FTP Software and
John Veizades/FTP Software)

Internet Protocol Security Protocol WG (ipsec)

(Al Hoover/ANS and Paul Lambert/Motorola)
Internet School Networking WG (isn)

(Art St. George/UNMexico and Jennifer Sellers/NASA)

Uniform Resource Identifiers WG (uri) (Alan Emtage/Bunyip
and Jim Fullton/UNC)

Afternoon Sessions I

IPNG  Address Lifetime Expections WG (ale)

MGT
MGT

RTG

(Frank Solensky/FTP Software)
Interfaces MIB WG (ifmib) (Ted Brunner/Bellcore)

SNA DLC Services MIB WG (snadlc)
(Jeff Hilgeman/Aperatus Technologies)

IP Routing for Wireless/Mobile Hosts WG (mobileip)
(Steve Deering/Xerox PARC and Greg Minshall/Novell)
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1330-1530

1530-1600
1600-1800

1930-2200

Tuesday, November 2, 1993 - Afternoon Sessions I (cont’d.)

TSV

SAP

SEC

Usv

Multiparty Multimedia Session Control WG (mmusic)
(Eve Schooler/ISI and Abel Weinrib/Bellcore)

Minimal OSI Upper-Layers WG (thinosi)
(Peter Furniss/Consultant)

Common Authentication Technology WG (cat)
(John Linn/OpenVision Technologies)

Network Information Services Infrastructure WG (nisi)
(April Marine/NASA and Pat Smith/Merit)

Break (Refreshments provided)

Afternoon Sessions 11

APP

MGT

OPS

RTG

RTG

SAP

SEC

TSV
USvV

Internet Message Access Protocol WG (imap)
(Terry Gray/UWash)

Frame Relay Service MIB WG (frnetmib)
(James Watt/Newbridge Networks) -

Operational Statistics WG (opstat) (Phill Gross/ANS
and Bernhard Stockman/SUNET)

Routing over Large Clouds BOF (rolc)
(Joel Halpern/Network Systems)

Source Demand Routing Protocol WG (sdr)
(Deborah Estrin/USC and Tony Li/cisco)

Service Location Protocol WG (svrloc)
(Scott Kaplan/FTP Software and
John Veizades/FTP Software)

Network Access Server Requirements WG (nasreq)
(Allan Rubens/Merit and John Vollbrecht/Merit)

Audio/Video Transport WG (avt) (Steve Casner/ISI)

Integration of Internet Information Resources WG (iiir)
(Kevin Gamiel/CNIDR and Chris Weider/Merit)

Evening Sessions

GEN
INT

Open IAB Meeting

Dynmaic Host Configuration WG (dhc)
(Ralph Droms/Bucknell)
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WEDNESDAY, November 3, 1993

0800-0900

0830-0900
0900-0930

0930-1200

Break
1330-1530

Working Group Chairs Workshop
(Dave Crocker/5Silicon Graphics)

Continental Breakfast

Technical Presentations

o ST-II (Craig Partridge/BBN)

Morning Sessions

APP

INT

INT

MGT
RTG

RTG

SEC

TSV
USsv

X 400 Operations WG (x4000ps) (Alf Hansen/UNINETT
and Tony Genovese/LLNL)

Point-to-Point Protocol Extensions WG (pppext)
(Fred Baker/ACC)

Internet Stream Protocol V2 WG (st2)
(Steve DeJarnett/IBM and Luca Delgrossi/IBM)

Modem Management WG (modemmgt) (Mark Lewis/Telebit)

Inter-Domain Multicast Routing WG (idmr)
(Tony Ballardie/UCL and Paul Francis/Bellcore)

Inter-Domain Policy Routing WG (idpr)
(Martha Steenstrup/BBN)

Internet Protocol Security Protocol WG (ipsec)
(Al Hoover/ANS and Paul Lambert/Motorola)

TCP Multiplexing BOF (tmux) (Jim Barnes /Xylogics)
User Services WG (uswg) (Joyce K. Reynolds/IST)

Afternoon Sessions I

APP

APP

Telnet TN3270 Enhancements WG (tn3270e)
(Robert Moskowitz/ Chrysler Corporation)

X.400 Operations WG (x4000ps) (Alf Hansen/UNINETT
and Tony Genovese/LLNL)

IPNG TCP/UDP over CLNP-addressed Networks WG (tuba)

(Peter Ford/LANL and Mark Knopper/Merit)?

2TUBA and TP/IX will be meeting in joint session
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Break
1330-1530

1530-1600
1600-1700

1700-1930

Thursday, November 4, 1993 - Afternoon Sessions I

APP
INT

IPNG

MGT
OPS

RTG

RTG

SAP

SEC
USv

USv

OSI Directory Services WG (osids) (Steve Kille/ISODE)

Internet Stream Protocol V2 WG (st2)
(Steve DeJarnett/IBM and Luca Delgrossi/IBM)

Simple Internet Protocol WG (sip)
(Steve Deering/Xerox PARC and Bob Hinden/Sun)

ATM MIB WG (atommib) (Kaj Tesink/Bellcore)

Benchmarking Methodology WG (bmwg)
(Scott Bradner/Harvard)

New Internet Routing and Addressing
Architecture BOF (nimrod) (Noel Chiappa and
Isidro Castineyra/BBN)

RIP Version II WG (ripv2) (Gary Malkin/Xylogics)

Mail-based File Distribution BOF (mailftp)
(Marko Kaittola/FUNET and Urs Eppenberer/SWITCH)

Security Area Advisory Group (saag) (Steve Crocker/TIS)

Network Training Materials WG (trainmat)
(Jill Foster/UNewcastle-Upon-Tyne)

Uniform Resource Identifiers WG (uri) (Alan Emtage/Bunyip
and Jim Fullton/UNC)

Break (Refreshments provided)

Technical Presentations

e  “Federal Internetworking Requirements Panel (FIRP)
(Richard desJardins/NASA)

e  “Intellectual Property Rights” (Vint Cerf/CNRI)

e  “Draft ISO/MOU” (Vint Cerf/CNRI)

Open Plenary and IESG
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FRIDAY, November 5, 1993

0830-0900 Continental Breakfast
0900-1200 Morning Sessions

APP  OSI Directory Services WG (osids) (Steve Kille/ISODE)

MGT  Uninterruptible Power Supply WG (upsmib)
(Jeff Case/UTenn)

OPS  Network Joint Management WG (njm)
(Gene Hastings/PSC)°

OPS  Network Status Reports WG (netstat) (Gene Hastings/PSC)°
SAP  Domain Name System WG (dns) (Rob Austein/Epilogue)

Key to Abbreviations

APP  Applications Erik Huizer/SURFnet and
John Klensin/UNU
GEN  General Interest

INT  Internet Stev Knowles/FTP Software and
Dave Piscitello/Bellcore

IPNG IP: Next Generation Scott Bradner/Harvard and
Allison Mankin/NRL

MGT Network Management Marshall T. Rose/DBC

OPS  Operational Requirements Scott Bradner/Harvard

RTG Routing Bob Hinden/Sun

SAP  Service Applications Dave Crocker/SGI

SEC  Security Steve Crocker/TIS

TSV Transport Allison Mankin/NRL

USV  User Services Joyce K. Reynolds/ISI

6NJM and NETSTAT will be meeting in joint session.



Chapter 1

IETF Overview

The Internet Engineering Task Force (IETF) is the protocol engineering, development, and
standardization arm of the Internet Architecture Board (IAB). The IETF began in January
1986 as a forum for technical coordination by contractors for the then US Defense Advanced
Projects Agency (DARPA), working on the ARPANET, US Defense Data Network (DDN),
and the Internet core gateway system. Since that time, the IETF has grown into a large
open international community of network designers, operators, vendors, and researchers
concerned with the evolution of the Internet protocol architecture and the smooth operation
of the Internet.

The IETF mission includes:

1. Identifying and proposing solutions to pressing operational and technical problems in
the Internet; '

2. Specifying the development (or usage) of protocols and the near-term architecture to
solve such technical problems for the Internet;

3. Facilitating technology transfer from the Internet Research Task Force (IRTF) to the
wider Internet community; and

4. Providing a forum for the exchange of relevant information within the Internet com-
munity between vendors, users, researchers, agency contractors, and network man-
agers.

Technical activity on any specific topic in the IETF is addressed within working groups.
All working groups are organized roughly by function into ten technical areas. Each is led
by one or more area director who has primary responsibility for that one area of IETF
activity. Together with the Chair of the IETF, these technical directors (plus, the Director
for Standards Procedures) compose the Internet Engineering Steering Group (IESG).

17
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The current areas and directors, which compose the IESG are:

IETF and IESG Chair
Applications

Internet
IP: Next Generation

Network Management
Operational Requirements
Routing

Security

Service Applications
Transport

User Services

Standards Management

Phill Gross/ANS

Erik Huizer/SURFnet
John Klensin/UNU
Stev Knowles/FTP Software
Dave Piscitello/Bellcore
Scott Bradner/Harvard
Allison Mankin/NRL
Marshall Rose/DBC
Scott Bradner/Harvard
Robert Hinden/Sun
Steve Crocker/TIS
Dave Crocker/SGI
Allison Mankin/NRL
Joyce K. Reynolds/ISI
A. Lyman Chapin/BBN

The IETF has a Secretariat, headquartered at the Corporation for National Research Ini-
tiatives in Reston, Virginia, with the following staff:

IETF Executive Director
IESG Secretary

IETF Meeting Coordinator
IETF Meeting Registrar

IETF Internet-Drafts Administrator

IETF Administrative Support

Steve Coya

John Stewart

Megan Davies Walnut
Debra Legare
Cynthia Clark

Lois Keiper

The working groups conduct business during plenary meetings of the IETF, during meetings
outside of the IETF, and via electronic mail on mailing lists established for each group.
The IETF holds 4.5 day meetings three times a year. These plenary sessions are composed
of working group sessions, technical presentations, network status reports, working group
reporting, and an open IESG meeting. A Proceedings of each IETF plenary is published,
which includes reports from each area, each working group, and each Technical Presentation.
The Proceedings include a summary of all current standardization activities.

Meeting reports, charters (which include the working group mailing lists), and general
information on current IETF activities are available on-line for anonymous FTP from several

Internet hosts including ds.internic.net.
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Mailing Lists

Much of the daily work of the IETF is conducted on electronic mailing lists. There are
mailing lists for each of the working groups, as well as an IETF general discussion list and
an IETF announcement list. Mail on the working group mailing lists is expected to be
technically relevant to the working groups supported by that list.

To join the IETF announcement list, send a request to:
ietf-announce-request@cnri.reston.va.us

To join the IETF general discussion list, send a request to:
ietf-request@cnri.reston.va.us

To join other mailing lists, send a request to the associated request list. All internet mail-
ing lists have a companion “-request” list. Send requests to join a list to <listname>-
request@<listhost>.

Information and logistics about upcoming meetings of the IETF are distributed on the IETF
announcement mailing list. For general inquiries about the IETF, requests should be sent
to ietf-info@cnri.reston.va.us. An archive of mail sent to the IETF list is available for
anonymous FTP from the directory /ietf-mail-archive/ietf on cnri.reston.va.us.
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1.1. FUTURE IETF MEETING SITES

1.1 Future IETF Meeting Sites
Spring 1994

Seattle, Washington

NorthWestNet and

The University of Washington
Host(s): Dan Jordt and Terry Gray
March 28 - April 1, 1994

Status: CONFIRMED

Summer 1994

Toronto, Ontario, Canada
University of Toronto
Host: Warren Jackson
July 25-29, 1994

Status: CONFIRMED

Fall 1994

San Francisco Bay Area

Sun Microsystems, Inc.

Host: Bob Hinden

Possible Dates: Nov. 14-18, 1994
Dec. 5-9, 1994

Status: TENTATIVE
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1.2 On-Line IETF Information

The Internet Engineering Task Force maintains up-to-date, on-line information on all of its
activities. This information is available via FTP and e-mail. Procedures for retrieving the
information are described below.

The IETF Directory

Below is a list of the files available in the IETF directory and a short synopsis of what each
file contains.

Files prefixed with a 0 contain information about upcoming meetings. Files prefixed with a
1 contain general information about the IETF. Working group charters and minutes are in
sub-directories under the working group acronym. Retrieve and view the 1wg-summary.txt
file for a list of working groups and their acronyms.

FILE NAME

Otao.txt This file contains “A Guide for New Attendees of the Internet
Engineering Task Force”, RFC 1539.

Omtg-agenda.txt The current agenda for the upcoming IETF meeting, containing
scheduled working group meetings, technical presentations and
network status reports. ’

Omtg-at-a-glance.txt The announcement for the upcoming IETF meeting, contain-
ing specific information on the date/location of the meeting,
hotel/airline arrangements, meeting site accommodations and
meeting costs.

Omtg-rsvp.txt A standardized RSVP form to notify the Secretariat of your plans
to attend the upcoming IETF meeting.

Omtg-sites.txt Current and future meeting dates and sites for IETF meetings.

lid-guidelines.txt Instructions for authors of Internet-Drafts.

lietf-description.txt A short description of the IETF, the IESG and how to partici-
pate.

lwg-summary.txt A listing of all current working groups; the working group Chairs

and their e-mail addresses, working group mailing list addresses,
and where applicable, documentation produced. This file also
contains the standard acronym for the working groups by which
the IETF and Internet-Drafts directories are keyed.
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1wg-charters.txt A single file containing an abbreviated version of all the current
working group charters.

Working groups have individual directories dedicated to their particular activities. The
directories contain the charters and meeting minutes for the group.

Minutes of Birds-of-a-Feather (BOF) sessions and area summaries of the JETF meetings
are grouped into directories by meeting. The directory names are of the form YYmmm

(e.g., 92mar for the reports of the March 1992 meeting). These directories do not include
the minutes of the working group meetings.

When using FTP, the “cd” and “dir” commands will permit you to review what working
group files are available and the specific naming scheme to use for a successful anonymous
ftp request.

The Internet-Drafts Directory

The Internet-Drafts directory has been installed to make available, for review and com-
ment, draft documents that may eventually be submitted to the IESG and/or the RFC
Editor to be considered for publication as RFCs. These documents are indexed in the file
lid-abstracts.txt in the Internet-Drafts directory. Comments are welcome and should be
addressed to the responsible person(s) whose name and e-mail address are listed on the first
page of the respective draft.

FILE NAME

lid-abstracts.txt This file lists the current Internet-Drafts and their pathnames.

lid-index.txt This file contains an abbreviated listing of Internet-Drafts. This
contains only the document title, the filename and the posting
date.

For more information on writing and installing an Internet-Draft, see the file 1id-guidelines
in the ietf directory, “Guidelines to Authors of Internet-Drafts.”

The IESG Directory

The IESG directory contains the minutes of IESG meetings and regularly updates status
report on protocols in the standards track.
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FILE NAME

1protocol_actions.txt This file contains a list of protocols currently under con-
sideration by the IESG.

lold standards.txt This file contains a list of Proposed and Draft Standards

eligible for advancement.

The minutes are contained in files named with the pattern:

iesg.YY-MM-DD

e.g.,
iesg.92-11-10

for the minutes of the meeting held on November 10, 1992.

FTP Access

IETF Information is available by anonymous FTP from several sites.
US East Coast Address: ds.internic.net (198.49.45.10)

US West Coast Address: venera.isi.edu (128.9.0.32)

Europe Address: nic.nordu.net (192.36.148.17)

Pacific Rim Address: munnari.oz.au (128.250.1.21)

The Internet-Drafts on this machine are stored in Unix compressed form (.Z).

To retrieve this information via FTP, establish an anonymous FTP connection, then login
with username “anonymous”. Use your e-mail address as the password. When logged in,
change to the directory of your choice with one of the following commands:

cd ietf
cd internet-drafts

Individual files can then be retrieved using the GET command:

get 1wg-summary.txt
get 822ext/822ext-charter.txt
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E-mail Access

Internet-Drafts are available by mail server from ds.internic.net. To retrieve a file, mail a
request:

To: mailserv@ds.internic.net
Subject: Anything you want

In the body, put a command of the form:

FILE /internet-drafts/lid-abstracts.txt
FILE /ietf/1wg-summary.txt

FILE /ietf/822ext/822ext-minutes-91jul.txt
PATH jdoe@somedomain.edu

where PATH lists the e-mail address where the response should be sent.
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1.3 Guidelines to Authors of Internet-Drafts

The Internet-Drafts directories are available to provide authors with the ability to distribute
and solicit comments on documents they may submit as a Request for Comments (RFC).
Submissions to the directories should be sent to internet-drafts@cnri.reston.va.us.

Internet-Drafts are not an archival document series. These documents should not be cited
or quoted from in any formal document. Unrevised documents placed in the Internet-Drafts
directories have a maximum life of six months. After that time, they must be submitted to
the IESG or the RFC Editor, or they will be deleted. After a document becomes an RFC,
it will be replaced in the Internet-Drafts directories with an announcement to that effect
for an additional six months.

Internet-Drafts are generally in the format of an RFC, although it is expected that the
documents may be “rough” drafts. This format is specified fully in RFC 1111. In brief, an
Internet-Draft shall be submitted in ASCII text, limited to 72 characters per line and 58
lines per page followed by a formfeed character. Overstriking to achieve underlining is not
acceptable.

PostScript is acceptable, but only when submitted with a matching ASCII version (even if
figures must be deleted). PostScript should be formatted for use on 8.5x11 inch paper. If
A4 paper is used, an image area less than 10 inches high should be used to avoid printing
extra pages when printed on 8.5x11 paper.

There are differences between the RFC and Internet-Draft format. The Internet-Drafts are
NOT RFCs and are NOT a numbered document series. The string “INTERNET-DRAFT”
should appear in the upper left hand corner of the first page. The document should NOT
refer to itself as an RFC or a draft RFC.

The Internet-Draft should neither state nor imply that it is a Proposed Standard. To do so
conflicts with the role of the RFC Editor and the IESG. The title of the document should not
infer a status. Avoid the use of the terms Standard, Proposed, Draft, Experimental, His-
torical, Required, Recommended, Elective, or Restricted in the title of the Internet-Draft.
All Internet-Drafts should include a section containing the following verbatim statement:

This document is an Internet-Draft. Internet-Drafts are working documents of
the Internet Engineering Task Force (IETF), its areas, and its working groups.

Note that other groups may also distribute working documents as Internet-
Drafts.

Internet-Drafts are draft documents valid for a maximum of six months. Internet-
Drafts may be updated, replaced, or obsoleted by other documents at any time.
It is not appropriate to use Internet-Drafts as reference material or to cite them
other than as a “working draft” or “work in progress.”

To learn the current status of any Internet-Draft, please check the 1id-abstracts.txt
listing contained in the Internet-Drafts Shadow Directories on ds.internic.net,
nic.nordu.net, venera.isi.edu, or munnari.oz.au.
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The document should have an abstract section, containing a two-to-three paragraph de-
scription suitable for referencing, archiving, and announcing the document. This abstract
will be used in the lid-abstracts.txt index and in the announcement of the Internet-Draft.
The abstract should follow the “Status of this Memo” section.

All Internet-Drafts should contain the full filename (beginning with draft- and including
the version number) in the text of the document. The filename information should, at a
minimum, appear on the first page (possibly with the title).

For those authors submitting updates to existing Internet-Drafts, the choice of the file
name is easily determined (increase the version by 1). For new documents, send a message
to internet-drafts@cnri.reston.va.us with the document title, if it is a product of a
working group (and the name of the group), and an abstract. The filename to be assigned
will be included in a response. Simply add the filename text to the document (ASCII AND
PostScript versions) and submit the Internet-Draft.

A document expiration date must appear on the first and last page of the Internet-Draft.
The expiration date is always six months following the submission of the document as
an Internet-Draft. Authors can calculate the six month period by adding five days to
the date when the final version is completed. This should be more than enough to cover
the time needed to send the document or notification of the document’s availability to
internet-drafts@cnri.reston.va.us.

If the Internet-Draft is lengthy, please include, on the second page, a table of contents to
make the document easier to reference.
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2.1 Applications Area

Directors:

o Erik Huizer: erik.huizer@surfnet.nl
e John Klensin: klensin@infoods.unu.edu

Area Summary reported by Erik Huizer/SURFnet

This is a short report on the Applications Area, with respect to the Houston IETF meeting
November 1993.

The Applications Area currently contains the following working groups:

Internet Message Access Protocol (IMAP)
OSI Directory Services (OSIDS)

TELNET (TELNET)

TELNET TN3270 Enhancements (TN3270E)
X.400 Operations (X4000PS)

In addition, the Applications Area and the User Services Area jointly oversee the following
working groups:

Integrated Directory Services (IDS)

Integration of Internet Information Resources (IIIR)
Internet Anonymous FTP Archives (IAFA)

Networked Information Retrieval (NIR)

Uniform Resource Identifiers (URI)

Whois and Network Information Lookup Service (WNILS)

The status of these groups is described in the User Services Area report.

The Internet Message Extensions (822EXT), MIME-MHS Interworking (MIMEMHS), and
Network News Transport Protocol (NNTP) Working Groups have disbanded since the last
meeting.

An open meeting of the Applications Area Directorate (APPLES) as well as a MIME
Content BOF (MIMECONT) were held in Houston.

Applications Area Directorate (APPLES)

The goal of the meeting was to present an overview of the applications work that is going
on in the Applications and User Services area, possibly identify areas of common inter-
est /overlap and discuss possible coordination.
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MIME Content BOF (MIMECONT)

The reviews covered:

e Handling of SGML files over MIME

There was a lengthy discussion and a new proposal will be prepared that reflects the
comments.

e Structuring, beyond the “mixed,” “alternative,” “digest,” and “parallel” construc-
tions of RFC 1521, of Multipart MIME messages

A new proposal is being prepared.

e Models for attribute-value (or name-value) pairs over MIME, such as for personal
contact information

Discussions will continue using the 822ext mailing list. Formation of a working group
in this area is likely.

o Mail delivery reports

There have been several proposals for specific formats for automatically-generated
reports about mail delivery or non-delivery. The review concluded that a working
group was needed in this area.

e Language directionality

The group reviewed a proposal for specifying the relationship between presentation
order (e.g., on a screen) and characters in the data stream for languages whose char-
acters were written other than left-to-right. The conclusion was that this capability
should not be added to text/plain, but should either use a different ”text” subtype
or that the information needed should be identified by multiple special character set
names.

e Macintosh files over MIME

The group reviewed the new proposals. Some tuning is still needed. A new draft will
be produced and reviewed via an extended Last Call.

Internet Message Access Protocol Working Group (IMAP)

A total of nineteen agenda items were considered. Considerable progress was made on all
fronts. One notable result: on Monday the group agreed that the acronym “IMAP” should
be remapped to the words “Internet Message Access Protocol” to better reflect what the
protocol has evolved into.
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OSI Directory Services Working Group (OSIDS)

The OSIDS Working Group will disband and their work items will be partitioned among a
number of new groups:

Schema and naming (Sri Sataluri)

Lightweight protocols (Tim Howes)

Indexing DSAs and centroids (Simon Spero)
IP representation in X.500 (Glenn Mannsfield)

Detailed proposed charters will be submitted by the proposed chairs and discussed in a
wider directory forum (e.g. with WHOIS++ included). The OSIDS mailing list will remain
for discussion of umbrella X.500 issues.

Document status:

o The CLDAP (Connectionless LDAP) document will be submitted as a Proposed
Standard.

e The RFC 1384 update will be submitted as a Proposed Standard.

o Two Internet-Drafts on representing IP information in the DIT will be submitted for
approval as Experimental RFCs.

e The “Schema” subgroup is established, and will submit various documents to replace
RFC 1274.

TELNET Working Group (TELNET)

Unless the charter is revised, the group will conclude after the environment and authenti-
cation documents are final. Much of the meeting focused on discussion of the environment
Internet-Draft, “Telnet Environment Option” and the authentication Internet-Draft, “Tel-
net Authentication and Encryption Option.”

Sam Sjogren raised the issue of interoperability testing. The group was receptive, and may
try to schedule an event prior to the Seattle meeting.

TELNET TN3270 Enhancements Working Group (TN3270E)

The current-practices Internet-Draft, “TN3270 Current Practices,” was agreed on, but mi-
nor typographical errors were found. It will be reposted, and at that time should be
forwarded for consideration as an Informational RFC.
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The LUnames-printer Internet-Draft, “TN3270 Extensions for LUname and Printer Selec-
tion,” was discussed. The two outstanding issues were resolved and an new draft will be
created in a couple of weeks. That should go through a quick internal review. At that
point, it should be reviewed by key members of the TELNET Working Group and then
forwarded for consideration as an RFC. The question is: should this document go in as an
Informational RFC or as a Proposed Standard which gets changed to Informational when
the “TN3270 Enhancements” Internet-Draft gets published?

The “TN3270 Enhancements” Internet-Draft went through extensive discussion. All of the
known issues were covered and an approach for each was devised. A new Internet-Draft
will be created for review by the working group members. It is expected that a consensus

can be reached on this document by the end of the year to be published as a Proposed
Standard.

X.400 Operations Working Group (X4000PS)

e Allan Cargille’s Internet-Draft, “Postmaster Convention for X.400 Operations,” will
undergo minor editorial changes scheduled for November 8.

o Alf Hansen’s Internet-Draft, “Operational Requirements for X.400 Management Do-
mains in the GO-MHS Community,” will undergo one more editorial pass with the
final version scheduled for November 15.

¢ Claudio Allocchio gave a status report on the DNS mapping table experiment. When

the working group concludes, this work will be transferred to the RARE Working
Group MSG. ‘

o The group reviewed the draft CXII Charter and developed a workplan for addressing
this as a new IETF working group.

e ADMD=IMX was presented by Allan Cargille. Erik Huizer reiterated that this is a
User Services issue that is inappropriate for this IETF.

¢ Erik also reported that the establishment of an “IOTF” was agreed in principle by
the IESG and the IAB.

e With the completion of the above documents, the working group has completed all
its goals and will conclude. The mailing list for the group will be kept active to work
new items as they may come up.
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CURRENT MEETING REPORT

Reported by Erik Huizer/SURFnet bv

Minutes of the Applications Area Directorate (APPLES)

Thanks to Keith Moore for his contribution to the minutes.

The meeting was chaired by John Klensin, Erik Huizer and Joyce Reynolds. The goal of
the meeting was to present an overview of the applications work that is going on in the Ap-
plications Area and User Services Area, possibly identify areas of common interest/overlap
and discuss possible coordination.

The various working group chairs gave a very brief description of their applications-related
working group and the current issues.

¢ Integrated Directory Services (IDS) - User Services Area

— non-technical documentation for directory services users
— X.500 catalogs

— WHOIS++ catalogs

— gateways between X.500/WHOIS++

— legal issues with running directory services

Integration of Internet Information Resources (IIIR) - User Services Area

— vision of the future

— quality of service issues

— standardizing types for applications/data

— documenting existing protocols like WWW, Gopher and WAIS

Internet Message Access Protocol (IMAP) - Applications Area

— manipulate remote mailbox

— access sequences of messages (news, FTP archives, etc.)
— selectively access MIME body parts

Internet Anonymous FTP Archives (IAFA) - User Services Area
— help anonymous FTP administrators organize FTP sites
— FTP site administrators guide (FYI)
— FTP guide for users (FYI)

set of data templates to catalog FTPable information

°

Networked Information Retrieval (NIR) - User Services Area

— status report on NIR tools/groups
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OSI Directory Services (OSIDS) - Applications Area

— deployment of X.500-based directory services on the Internet
— LDAP - lightweight directory access protocol

— CLDAP - connectionless lightweight directory access protocol
— representing bibliographic/text information

TELNET (TELNET) - Applications Area

— environment option
— authentication

TELNET TN3270 Enhancements (TN3270E) - Applications Area

— document TN3270 (Informational RFC)
— extensions: LUnames/printer data streams
— enhanced TN3270: full function 3270 over TCP

Uniform Resource Identifiers (URI) - User Services Area

— URLs

— URNs

citations/characteristics (whatever URCs are)
naming/address resolution for objects (possibly DNS)

WHOIS and Network Information Lookup Service (WNILS) - User Services Area

— WHOIS network information and lookup service
— development of WHOIS++

X.400 Operations (X4000PS) - Applications Area

— closing down
— proposes new working group: Commercial X.400 Internet Interconnection (CXII)
* how do commercial providers of X.400 connect to Internet mail?
- go-mhs
- RFC 1327 gateway operations
* must get collaboration from X.400 service providers

After these presentations the discussion went on to define sub-areas of related working
groups. A discussion ensued that concentrated on the topic of white pages and directory
services. Erik Huizer proposed a strawman model of how efforts can be coordinated in this
sub-area. The strawman proposes two things:

1. Coordination of WHOIS++ and X.500 working groups working on specific well de-
fined issues, that cover the “common ground” between these two otherwise competing
proposals.
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2. The establishment of a directorate for directory service issues that would act as an

advisory board to the area directors, and would help to coordinate the related working
groups.

Discussion

e It was perceived that coordination of WHOIS++ and X.500 efforts in the white pages
area is useful. However, the ultimate goal of this is not to come up with the one
protocol to solve the directory problem. Rather, the goal should be to pool expertise
to solve common problems, thus increasing the level of interworking and the perceived
functionality for the end-users.

It was pointed out that this effort should not preclude other directory services efforts
from working within the Applications Area and/or User Services Area.

This will be discussed further in the OSIDS and WNILS Working Groups.

¢ The establishment of a separate directorate for directory services in the Applications
Area was generally not perceived as a good idea. Fear was expressed that this tended
to solve the problems for the directory service-related working groups, but would not
improve communication with those working groups that work on protocols that make
use of the directory. Suggestions were made for enlargement of the Applications Area
Directorate, at least with the working group chairs, and possibly with support of
some pools of experts for some fields of interest.

The Area Directors will write another strawman proposal for this specific coordination
issue, and it will be discussed on the list: apples@surfnet.nl. To subscribe to the
list send a request to: apples-request@surfnet.nl.

After consensus is reached, the proposal will be submitted to the IESG and IAB for

approval.
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CURRENT MEETING REPORT

Reported by Luc Boulianne/McGill University

Minutes of the Integrated Information Architecture BOF (IIA)

Introduction - Phill Gross

Phill Gross took a few moments to introduce the reasons behind the creation of this group:

A year or so ago, the IESG was hit all at once with the creation of a large set of
working groups in the general areas of network information discovery, retrieval,
and user information handling. It became apparent that many of these working
groups were related, or should be. There appears to be two ways in which the
IETF operates: top-down and bottom-up.

1. Top-down: (or pro-active) such as the IPNG.

2. Bottom-up: the usual way things are done. Usually the ‘right’ things
come out of this approach. And yet, it would appear that sometimes, the
area directors are still needed for pro-active planning.

When the working groups were chartered, they were made jointly part of an
“Internet Information Architecture” (IIA) activity. The expectation was that
these groups would work together, as well as on their own primary foci, and

would do so under the joint supervision of the User Services and Applications
Areas.

Phill suggested that the area directors now write a new overview of the IIA, providing a
framework only. Because of the importance of this issue, Phill suggested that the IESG
request a working group be charged to create an ITA architecture framework definition
citing as an example: IPNG (Allison Mankin and Scott Bradner).

Summary of the Issues - John Klensin

Working groups were formed, work was done and documents began to .appear. Some con-
cluded that there was a lack of coordination among the working groups, but that the current
meeting is an effort to reconcile this lack.

IIA is comprised of several working groups, overlapping work with an overlapping cast of
characters. The working groups should be coordinated technically, but it often appears that
they are not.
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Characteristics of the IIA working groups and their membership:

Very expert in several types of work.

There is, however, some evidence that, in protocol design areas, they may be moving
out of their depth or succumbing to the Not Invented Here syndrome.

There are interactions with the “real world” that one must consider, e.g., librarians
and other information specialists, external standards.

Most of the groups seem to have nearly the same membership, with topics and issues
flowing back and forth between them.

Finally, there were these questions to ask the group:

Is the current model as efficient as possible? If it is not, what can be done to improve
things?

Is there a structural way of going about this?
What about working group functional boundaries?
What is the definition of a functional boundary?

What can be done to not break anything that is now working, while we try to increase
efficiency and productivity?

A suggestion was made by the group that multiple solutions to this problem (i.e. working
groups) which have trivial differences, should be merged into a homogeneous solution. This
would help to avoid diluting the merged efforts.

User Services Area - Joyce K. Reynolds

Joyce believes that it is important to make sure there is communication between areas. A
meeting of the User Services Area Council (USAC) was held on Tuesday evening. USAC
observed that developers and users are well represented in these gatherings, but operators
(information providers) are not. The following items are lacking:

Tools for maintaining information

Support tools

How does one share information

An adequate level of cooperation

An adequate level of operational effectiveness
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General Discussion

Many suggestions for better communication and exchange of information among the working
groups were presented and discussed.

Editor’s Note: An itemized list of suggestions and discussion topics is available via FTP
or mail server from the remote directories as /ietf/93nov/iia-minutes-93nov.txt. Refer to
Section 1.2 of the proceedings for retrieval instructions.

Conclusion

Using the APPLES mailing list for further discussion, it should be determined 1) how
to improve communications, and 2) what structure might work to propagate this newly
acquired information.
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CURRENT MEETING REPORT

Reported by John Klensin/United Nations University

Minutes of the Mime Content BOF (MIMECONT)

Because the following reviews are informal, there are not, in general, topic-specific mailing
lists. However, the “822ext” list, available for MIME implementation issues, is the generic
location for discussions of these types until topic-specific lists are spun off.

General discussion: ietf-822@dimacs.rutgers.edu
To subscribe: ietf-822-request@dimacs.rutgers.edu

Background

The MIME RFC (RFC 1521) specifies that anyone can register a content subtype under
one of the major types simply by supplying a name and specification to TANA. However,
there are cases where something is important enough to justify special review or when there
appears to be an opportunity to draw competing proposals together and avoid the interop-
erability problems that would otherwise arise from differently profiled MIME applications.
Rather than charter a working group for each topic, or create a standing working group
that would review all such proposals (but probably have expertise specific to few of them),
the Applications Area Directors have established an ad hoc review mechanism by which
interested people can discuss the proposals and recommend to the area directors what, if
any, further action should be taken.

Six of these reviews occurred during this IETF. In several cases, the fact of scheduling the
reviews and asking people to be prepared to present and discuss their proposals produced
significant convergence, and the reviews were devoted to overviews and discussion of the
new proposals that were emerging from that process.

While the reviews appeared together in the agenda, and are consolidated in these minutes,
it is important to understand that they are independent events and activities.
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Full SGML Over MIME and SGML Introduction

Current document:
e draft-levinson-sgml-00.txt

Supplemental tutorial on SGML:

o SGML Tutorial that appears as Part 1 of ‘Guidelines for Electronic Text Encoding and
Interchange,’ draft version 2 of document TEI P2 from the Text Encoding Initiative
(TEI), edited by C. M. Sperberg-McQueen and Lou Burnard

This review dealt with moving general SGML document files over MIME as distinguished
from specially-profiled files that use SGML syntax and concepts (see the review on “Struc-
tured Information and Personal Contact Information”). SGML was defined and its impor-
tant characteristics identified. The group discussed the relationship between SGML exter-
nal references and various existing, and proposed, Internet mechanisms including MIME
external bodies and Content-IDs and the various URIs. Another issue was the SGML,
like Postscript permits embedding executable structures (normally used to interpret graph-
ics) and raw device commands that could create significant security risks. Since these

are implementation- and site-dependent, the group concluded that it would be sensible to
significantly restrict their use.

There was also some consensus that the present document should be modified to utilize more
general mechanisms for aggregating files within a MIME message, rather than inventing its

own. This would leverage existing mechanisms for cross-references, external documents,
and so on.

Conclusion: No new working group is needed, at least at present. Discussion will continue
on the 8221list. Ed Levinson will reissue the document with changes suggested in this session
and additional discussions.

MIME Multipart Structuring: Header-Sets and References

Current documents:

o draft-crocker-headerset-00.txt, .ps
¢ draft-moore-mime-reference-00.txt
Major consolidation and revision pending, see below.

Many people have observed that many different multipart types — beyond the “mixed,”
“alternative,” “digest,” and “parallel” constructions specified in RFC 1521 — are being
specified for MIME. Many of these have most of their features in common, and a generic
strategy would ease implementations, simplify design of future ones, and possibly reduce
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burdens on the registration process. Preparation for this review resulted in the combination
of several alternatives into a new proposal, which has not yet been written up.

A new proposal for multipart “families” is being prepared to define multipart as a general
facility and provide guidance for handling aggregate objects. One important aspect of this
work will be to specify how gateways to non-MIME environments should behave when these
types are encountered.

Conclusion: The headerset proposal is to be dropped. The multipart/alternative one will be
dropped until and unless applications appear that actually require that level of generality
and complexity. The new “families” proposal will be written up and discussed, then we will
review what to do with it, since it is likely to be rather more a set of guidelines than an
actual protocol specification.

Structured Information and Personal Contact Information

Current documents:

draft-crocker-stif-00.txt, .ps
draft-crocker-pci-00.txt, .ps
draft-adie-shave-00.txt, .ps
draft-adie-spci-00.txt, .ps
draft-vaudreuil-mime-sig-00.txt

Many situations need structured attribute (or name)/value pairs within MIME messages
and in other applications. Personal contact information, such as one might find on business
cards or in a Rolodex are among the often-cited examples.

Several people have independently tried to develop standard ways to represent this type
of information. The two major proposals to do this are based on an extension of the
RFC 822 header field model to accommodate nested structures (STIF) and a profile and
set of definitions for using SGML to accomplish the same purpose (SHAVE). The 822-like
format (at least without the extensions) is very familiar in the Internet community and feels
quite natural. The SGML one feels natural to communities that have been using SGML
and provides solutions to problems that still must be worked out with STIF, but SGML
is not familiar to most of the IETF community and looks foreign and complex to a major

subset of it. STIF is certainly easier to read for simple cases; but SHAVE might be easier
in very complex ones.

The familiarity with STIF-like arrangements, the installed base of data embedded in SGML
formats, and the availability of a formal, executable definition against which validity can be
determined, are all important considerations. It is important to note that SHAVE, unlike
the general SGML model of the “Full SGML Over MIME and SGML Introduction” review,
does not contemplate sending SGML Document Type Definitions (DTDs) around: at most
one DTD would be defined per application, and processing the application would just imply
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applying it. This is similar to having a definition of a set of fields for use with STIF.

STIF will not be registered as a content subtype. It is really a framework for constructing
such subtypes. SHAVE could go either way, either as such a framework, or in a model that
might use, e.g., content-type: text/SHAVE; dtd=SPCI

Conclusion: Discussions will continue using the 822ext mailing list. It is not clear whether
a separate signature subtype is needed or desirable, or whether signatures should just be
handled as a special case of personal contact information under either the STIF or SHAVE
models. Formation of a working group in this area is likely.

Mail Delivery Reports and Notifications

Current documents:

¢ draft-moore-mime-delivery-00.txt
¢ draft-moore-smtp-drpt-00.txt
¢ draft-vaudreuil-mime-delivery-00.txt

There have been several proposals for specific formats for automatically-generated reports
about mail delivery or non-delivery. Getting such notices require a model for requesting
them that probably must be handled as an SMTP extension, but a standardized format for

sending them would greatly facilitate automated processing and building of intelligent user
agents.

The two report format proposals differ in level of generality and the problems addressed. All

of the problems appear to be important, and a new proposal is needed that would address
them.

Conclusion: These reports, and the request mechanism, must be on the standards track to
be useful. A working group is needed that will focus on both the report formats and the
needed SMTP extensions, probably in that order. Keith Moore and Greg Vaudreuil will
start a mailing list, announce it to the 822ext list, and begin to develop a working group
charter.

Specification of Presentation Direction for Text/Plain and Languages Whose
Natural Order is Not Left-to-Right

Current document:
e draft-nussbacher-mime-direction-01.txt

The group reviewed a proposal for specifying the relationship between presentation order
(e.g., on a screen) and characters in the data stream for languages whose characters were
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written other than left-to-right. The proposal was to handle this by adding an extra pa-
rameter to Content-type: text/plain; charset=xxx that would specify the “directionality”
of the characters with keywords drawn from applicable ECMA and ISO standards.

While there was some sense that this would have been the right thing to do had it be
thought of earlier in MIME’s development, the consensus of those present was that it was
not possible to add a parameter to text/plain at this time: some implementations might
ignore it, others might actually get into trouble.

Two alternate suggestions were made:

1. Extend the character set names to include the directionality, e.g., Content-type:
text/plain; charset=iso-8859-8-visual

2. Use a completely different text subtype, e.g., either:
Content-type: text/directional; charset=iso-8859-9; direction=implicit
or

Content-type: text/plain-explicit; charset=iso-8859-9

Macintosh File Transmission With MIME

Current documents:

o draft-faltstrom-macmimel-00.txt
e draft-faltstrom-macmime2-00.txt

There have been discussions in various forums for a year or more about how to best send
Macintosh files over MIME. The Internet-Drafts listed above represent consensus among
most of the contenders.

The group reviewed them and concluded that, while some tuning is still needed, the concepts
are basically sound. The importance of these formats is such that they should be placed on
the standards track. A new draft will be produced and reviewed via an extended Last Call.
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APPLICATIONS AREA

2.1.1 Internet Message Access Protocol (IMAP)

Charter

Chair(s)

Terry Gray: gray@cac.washington.edu

Mailing Lists

General Discussion: imap@cac.washington.edu
To Subscribe: imap-request@cac.washington.edu
Archive: ftp.cac.washington.edu:"/imap/imap_archive

Description of Working Group

The Interactive Mail Access Protocol (IMAP) Working Group is chartered to
refine and extend the current IMAP2 protocol as a candidate standard for a
client-server Internet email protocol to manipulate remote mailboxes as if they
were local. An explicit objective is to retain compatibility with the growing
installed base of IMAP2-compliant software. It is expected that the resulting
specification will replace both RFC 1176 and the more recent (as yet unplub-
lished) IMAP2bis extensions document.

The IMAP Working Group will also investigate how to provide for “discon-
nected operation” capabilities similar to the DMSP protocol (RFC 1056, with
Informational Status) with a goal of making it possible for IMAP to replace
DMSP.

An email access protocol provides a uniform, operating system-independent way
of manipulating message data (email or bulletin board) on a remote message
store (repository). Mail user agents implementing such a protocol can provide
individuals with a consistent view of the message store, regardless of what type
of computer they are using, and regardless of where they are connected in the
network. Multiple concurrent sessions accessing a single remote mailbox, and
single sessions accessing multiple remote mailboxes are both possible with this
approach.

This differs from POP3 (RFC 1225) in that POP is a store-and-forward trans-
port protocol that allows an MUA to retrieve pending mail from a mail drop
(where it is then usually deleted automatically), whereas IMAP is focused on
remote mailbox manipulation rather than transport. IMAP differs from various
vendor-specific remote access approaches in that IMAP is an open protocol de-
signed to scale well and accommodate diverse types of clienit operating systems.

Security-related tasks include how to incorporate secure authentication mech-
anisms when establishing a session, and possible interactions with Privacy En-
hanced Mail.

It is expected that most of the work of this group will be conducted via email.
A goal is to integrate and update RFC 1176 and the existing IMAP2bis draft,

91
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then submit the result as an Internet-Draft well before the November IETF
meeting, which would then focus on detailed review of the text in preparation
for submission as a Proposed Standard before the end of 1993.

Goals and Milestones

Done Post an Internet Draft of the revised IMAP 2 protocol.

Aug 1993 Hold an Interim Working Meeting at UW or CMU.

Done Hold a Working Group meeting to review the IMAP document.
Done Hold a Working Group meeting at the November IETF meeting.

Dec 1993  Submit the IMAP protocol to the IESG for consideration as a Proposed Stan-
dard.

Internet-Drafts

“INTERACTIVE MAIL ACCESS PROTOCOL - VERSION 2bis”, 10/29/1993,
M. Crispin <draft-ietf-imap-imap2bis-02.txt>
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INTERIM MEETING REPORT

Reported by Terry Gray/University of Washington

Minutes of the Internet Message Access Protocol Working Group (IMAP)

Summary

An interim IMAP Working Group meeting was held at the University of Washington on
August 30 and 31, 1993. Eight people attended. Twenty-three issues were discussed. A
consensus position was reached on twenty of those issues. No consensuswas reached, but
some progresswas made on the issues related to namespace semantics and hierarchy support.

A new Internet-Draft, incorporating the results of this meeting and several suggestions
made via e-mail, will be forthcoming.

Editor’s Note: The complete set of minutes for this meeting is available via FTP or mail
server from the remote directories as /ietf/imap/imap-minutes-93aug.tzt. Refer to Section
1.2 of the proceedings for retrieval instructions.
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CURRENT MEETING REPORT

Reported by Terry Gray/University of Washington

Minutes of the Internet Message Access Protocol Working Group (IMAP)

Summary

On Monday, twenty-seven people convened for the first of two scheduled IMAP Working
Group sessions (although not everyone signed the attendance sheet). On Tuesday, a proper
subset of around a dozen stalwarts carried on. For the continuation session after dinner, we
were down to six, and two different ad hoc “midnight subcommittee” meetings were held.

The fifteen original agenda items and four new ones were considered. Considerable progress
was made on all fronts. One notable result: on Monday the group agreed that the acronym
“IMAP” should be remapped to the words “Internet Message Access Protocol” to better
reflect what the protocol has evolved into.

Editor’s Note: An itemized list of agenda items and their resolutions are available via FTP
or mail server from the remote directories as /ietf/imap/imap-minutes-93nov.tzt. Refer to
Section 1.2 of the proceedings for retrieval instructions.

There are three remaining work items:

1. John Myers to propose an additional set of protocol-specified special information
tokens.

2. Chris Newman to propose a revised hierarchy support solution based on conceptual
agreement reached at the meeting.

3. Chris Newman to propose a syntax for an IMAP “meta” namespace, to allow unam-
biguous identification of multiple namespaces.

A new draft, incorporating at least some of the above three pending items and all of the
other agreed upon items is expected around 12 November 1993.

All in all, it was a very productive meeting!
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2.1.2  OSI Directory Services (OSIDS)

Charter

Chair(s)
Steve Kille: S.Kille@isode.com

Mailing Lists
General Discussion: ietf-osi-ds@cs.ucl.ac.uk

To Subscribe: ietf-osi-ds-request@cs.ucl.ac.uk
Archive:

Description of Working Group

The OSI-DS group works on issues relating to building an OSI Directory Service
using X.500 and its deployment on the Internet. Whilst this group is not di-
rectly concerned with piloting, the focus is practical, and technical work needed
as a pre-requisite to deployment of an open Directory will be considered.

Goals and Milestones

Ongoing  Maintain a Schema for the OSI Directory on the Internet.

Ongoing  Liaisons should be established as appropriate. In particular: RARE WG3
NIST, CCITT/ISO IEC, North American Directory Forum.

?

Done Definition of a Technical Framework for Provision of a Directory Infrastructure
on the Internet, using X.500. This task may later be broken into subtasks. A
series of RFCs will be produced.

Done Study the relationship of the OSI Directory to the Domain Name Service.

Internet-Drafts

“DSA Metrics”, 04/30/1993, P. Barker, R. Hedberg <draft-ietf-osids-dsa-metrics-
01.txt>

“Representing IP Information in the X.500 Directory”, 09/02/1993, T. Jo-
hannsen, G. Mansfield, M. Kosters <draft-ietf-osids-ipinfo-x500-dir-00.txt, .ps>

“Charting Networks in the X.500 Directory”, 09/02/1993, G. Mansfield, T.
Johannsen, M. Knopper <draft-ietf-osids-chart-network-dir-00.txt, .ps>

“Connection-less Lightweight Directory Access Protocol”, 10/27/1993, A. Young
<draft-ietf-osids-cldap-00.txt >
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Request For Comments

RFC 1275
RFC 1276

RFC 1277

RFC 1278
RFC 1279
RFC 1384
RFC 1430
RFC 1431
RFC 1484
RFC 1485
RFC 1487
RFC 1488

“Replication Requirements to provide an Internet Directory using X.500”

“Replication and Distributed Operations extensions to provide an Internet
Directory using X.500”

“Encoding Network Addresses to Support Operation Over Non-OSI Lower
Layers”

“A String Encoding of Presentation Address”

“X.500 and Domains”

“Naming Guidelines for Directory Pilots”

“A Strategic Plan for Deploying an Internet X.500 Directory Service”

“DUA Metrics”

“Using the OSI Directory to achieve User Friendly Naming (OSI-DS 24 (v1.2))”
“A String Representation of Distinguished Names (OSI-DS 23 (v5))”

“X.500 Lightweight Directory Access Protocol”

“The X.500 String Representation of Standard Attribute Syntaxes”
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CURRENT MEETING REPORT

Reported by Paul Barker/University College London

Minutes of the OSI Directory Services Working Group (OSIDS)

Special thanks to Sri Sataluri, Mark Prior and Ken Rossen for their contributions to these
minutes.

DSA Performance Study (Roland Hedberg)

DSA performance statistics are being circulated by Leggenhager regularly. But this study
is based on study of the logs.

Reachability

Editor’s Note: A sketchy account of this issue is available via FTP or mail server from
the remote directories as /ietf/osids/osids-minutes-93nov.tzt. Refer to Section 1.2 of the
proceedings for retrieval instructions.

CLDAP (Steve Kille)

This is a connectionless protocol for retrieving names (something more similar to DN S)
from the directory. It is an important element for deploying the directory and it is generally
agreed that it should be moved speedily to a Proposed Standard.

Erik Huizer stated that a similar proposal has been discussed by Christian, similar in
functionality, but it has not been put on paper.

Steve Kille indicated the group will proceed as if there is no other document. If Christian’s
document appears, and if it becomes necessary, the group will review the present CLDAP
document in that light. Both CLDAP and Christian’s proposal are LDAP-compatible. If
one needs authentication, Steve said LDAP will be used.

A period of two to three weeks will be allowed for electronic discussion. After that, if
there are no comments/changes and if there is no review requirement in the light of the

document which Christian may issue, then the document will be submitted for consideration
as a Proposed Standard.

The above resolution was approved by a show of hands.
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Networks in the Directory (Glenn Mansfield)

Editor’s Note: More details of each of the items below are available via FTP or mail server
from the remote directories as /ietf/osids/osids-minutes-93nov.tzt. Refer to Section 1.2 of
the proceedings for retrieval instructions.

e OSI-DS 37/38 present status

Two Internet-Draft have been in circulation since July 9, 1993:
— “Charting Networks in the X.500 Directory” (draft-ietf-osids-chart-network-dir-
00.txt) explains the necessity of network maps and its possible uses.

— “Representing IP Information in the X.500 Directory” (draft-ietf-osids-ipinfo-
x500-dir-00.txt) contains the schemas for representing IP-networks in the direc-
tory.

Steve said that the following two Internet-Drafts will be moved to Experimental
RFC’s.

So far, no negative responses or comments on mailing list or via personal mail (and
few positive ;-) ones) have been received. Experiments and/or implementations are
being carried out at several sites.

¢ Deployment strategy for Directory in the Internet

The deployment document was circulated in Amsterdam and only minor changes were
made to that. Steve said that it needs to be made into an OSI-DS document.

o Network Information

Applications based on this include:

— Network maps for Configuration management.
~ Connection trees
— Softpages

¢ JPNIC WHOIS DB is in Progress

e DNS in the directory

There are problems with the present schema. Improvements and changes are being
made and the group hopes to circulate a draft by the end of November, and to
commence deployment by the end of December.
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e Application Support

Glenn indicated that the group was in the process of preparing a document. There
are some operational issues to be discussed. Steve stressed the importance of having
an operations guide. Glenn said it is being worked on and presently it is an image of
the DNS Administrator’s Guide. A first draft will be posted to the list for discussion.

¢ Operational issues

Real life applications are starting. The reliability of DSAs has to be improved. In
case of problems due to other domains:

— Complain privately to the responsible person for the domain.

— Complain publicly to the responsible person for the domain.

— Complain to the parent domain authorities.

— Ask the parent authorities to excommunicate the domain. [Quote from RFC1033]

Lialsons

Liaison reports were given for the following groups:

ISO/IEC/ITU-T (Ken Rossen)
OIW DS SIG (Ken Rossen)
NADF (Tim Howes)

AARNet (Mark Prior)
PARADISE (Roland Hedberg)
NREN-NIS (Sri Sataluri)

Editor’s Note: Reports for each of these liaisons is available via FTP or mail server from

the remote directories as /ietf/osids/osids-minutes-93nov.trt. Refer to Section 1.2 of the
proceedings for retrieval instructions.

Schema Working Group

Members include Sri Sataluri, Tim Howes, Ken Rossen, and Russ Wright. The goals of this
group are to:

¢ Identify a repository and appropriate useful formats for pﬁblicizing and distributing
schema elements (object classes and attributes) to the Internet community.

o Facilitate broad-based experimentation with new applications of X.500 by publicizing
experimental schema elements.
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¢ Maintain a stable production schema for the Internet, including definitions both for
common core of elements and application-specific subschemas.

A draft document was sent out to the osi-ds mailing list on November 4, 1993. To re-
ceive a copy please send mail to sri@internic.net. A revised form of this document
(Procedures and Guidelines) will be released as an Internet-Draft in the first week of De-
cember and should eventually become an Informational RFC. Please send comments ASAP
to schema@ds. internic.net and/or osi-ds@cs.ucl.ac.uk.

In addition to the procedures document, the schema group will publish a standards-track
RFC that will document the “core Internet Schema” (successor to RFC 1274) and an
Informational RFC documenting the current Internet Schema will be issued on a six-month
update cycle.

The schema group will announce the availability of the “Internet Schema” and will start
accepting updates on December 1, 1993.

Comments, suggestions, and submissions should be sent to schema@ds.internic.net. As
and when the “Internet Schema” gets updated, an announcement will be sent out using a
mailing-list schema-announce@ds. internic.net. To join this list, please send a message
to schema-announce-request@ds.internic.net.

RFC 1384 Update - X.500 Naming Guidelines (Steve Kille)

The members agreed to progress this document as an Informational RFC. Comments should
be directed to the authors and/or to the list ASAP.

Charter Discussion

Erik Huizer, an Applications Area co-Director, presented a short summary of the previous
day’s meeting. Here are the salient points:

e The OSI-DS Working Group in its present form cannot continue and should be dis-
banded and a set of small focussed working groups be set up.

e WHOIS++ and X.500 address similar issues and hence common problems need to be
identified and worked on. Resources are too scarce for duplication of effort.

A strategy (proposed by Steve Kille and accepted by everyone) is to identify a set of working
groups that will work on the open issues of the OSIDS Working Group and prepare charters
for these new groups. The charters, and the need for more or fewer groups, should be
discussed in the osi-ds mailing lists. By the Seattle IETF, the new working groups should
be constituted and the OSIDS Working Group should be disbanded.
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There was strong support for continuing to maintain the osi-ds mailing-list.

A list of possible working groups and chairs was composed at the meeting:

e Lightweight Protocols for Access and Synchronization (LDAP, CLDAP, SOS, SOLO,
etc.) — Tim Howes

* Data Structure and Schema Management (will use a design team approach for schema
issues; deal with naming issues) — Sri Sataluri

¢ Index Services and Distributed Search (Index DSAs, Centroids, etc.) — Simon Spero
e Use of Directory for Network Management — Glenn Mansfield
e URN — URL Resolution

The following suggestions were made:

o There is a need for the Data Structure and Schema group. Similar efforts in other
groups should also be folded in.

e Access and synchronization issues should be split.

¢ Do not fragment the work into too many things.

o There is widespread desire for creating a group to discuss operational issues. This
motion was seconded later by Linda Millington, Mark Prior, and Arlene Getchell.

¢ Operations issues must be dealt with in the operations area. There are plans to create
an IOTF (Internet Operations Task Force) since, in several projects, the technical
work is more or less finished and operations issues are becoming vital. Until the

IOTF is formed the IDS Working Group will be used to get the operations work
done.

¢ In the IIIR Working Group meeting the issue of forming a working group to discuss
Quality Assurance Issues for X.500, Gopher, WAIS, WHOIS++, etc. was discussed.
There will be 2 BOF at the Seattle IETF. A mailing-list (quality@sunsite.unc. edu)

is being formed to discuss the quality issues. To join, send a note to (listserv@sunsite.unc.edu)
with the following body:

subscribe quality
<your email address>
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Attendees
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Mei-Jean Goh goh@mpr.ca

Chris Gorsuch chrisg@lobby.ti.com

Roland Hedberg Roland.Hedberg@rc.tudelft.nl
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Richard Huber rvh@ds.internic.net
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Kanchei Loa loa@sps.mot.com
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Mark Smith mcsQumich.edu
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2.1.3 TELNET (TELNET)

Charter

Chair(s)

Steve Alexander: stevea@lachman.com

Mailing Lists

General Discussion: telnet-ietf@cray.com
To Subscribe: telnet-ietf-request@cray.com
Archive:

Description of Working Group

The TELNET Working Group will examine RFC 854, “Telnet Protocol Spec-
ification,” in light of the last six years of technical advancements, and will
determine if it is still accurate with how the TELNET protocol is being used
today. This group will also look at all the TELNET options, and decide which
are still germane to current day implementations of the TELNET protocol.

(1) Re-issue RFC 854 to reflect current knowledge and usage of the TELNET
protocol.

(2) Create RFCs for new TELNET options to clarify or fill in any missing
voids in the current option set. Specifically: Environment variable passing,
Authentication, Encryption, and Compression.

(3) Act as a clearing-house for all proposed RFCs that deal with the TELNET
protocol.

Goals and Milestones

Done
Done

Done

Write an environment option.
Post an Internet-Draft describing the authentication option.

Post an Internet-Draft describing the encryption option.

Mar 1991 Rewrite RFC 854.

Done

65

Submit the authentication option to the IESG as an Experimental Protocol.

Jul 1993  Submit the encryption option to the IESG as an Experimental Protocol.

Internet-Drafts

“Telnet Authentication: Kerberos Version 5”,11/18/1993, S. Alexander <draft-
ietf-telnet-authker-v5-01.txt>
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“Telnet Environment Option”, 10/10/1993, S. Alexander <draft-ietf-telnet-
envmnt-option-03.txt>

“TELNET Transfer Control Option”, 06/22/1993, S. Denton <draft-ietf-telnet-
transfer-option-00.txt>

Request For Comments

RFC 1116 “Telnet Linemode option”

RFC 1184 “Telnet Linemode Option”

RFC 1372 “Telnet Remote Flow Control Option”

RFC 1408 “Telnet Environment Option”

RFC 1409 “Telnet Authentication Option”

RFC 1411 “Telnet Authentication: Kerberos Version 4”
RFC 1412 “Telnet Authentication : SPX”

RFC 1416 “Telnet Authentication Option”
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CURRENT MEETING REPORT

Reported by Steve Alexander/Lachman Technology

Minutes of the TELNET Working Group (TELNET)

Agenda

¢ Any feedback on the “Telnet Environment Option” Internet-Draft Last Call.

¢ Discussion of merged authentication/encryption options, “Telnet Authentication and
Encryption Option” Internet-Draft, with emphasis on a plan to get the document
finished.

¢ Any other business.

Steve Alexander presented the agenda and asked if there were other items that needed to
be discussed. Marjo Mercado asked about the charter, so a brief discussion was held. Steve
stated that the charter was no longer open-ended, and that the group would conclude when
the environment and authentication documents were done. If other issues arise the charter
will have to be amended. There was general agreement on this point.

Since a Last Call has been issued for the “Telnet Environment Option,” Steve asked for any
feedback. Marjo pointed out a minor grammatical error which will need to be corrected
during the RFC editing process. Steve urged everyone to review the document if they hadn’t
already.

The bulk of the meeting was devoted to authentication. Dave Borman is currently imple-
menting the merged authentication/encryption options. The group discussed whether it is
okay to abandon the output mode DES—this seemed acceptable to all present. Ted Ts’o
raised the concern about active attackers forcing the use of a weaker encryption mechanism.
There was brief discussion on this point and Ted agreed to write up his view of how this
could be avoided.

John Linn expressed concern about getting a Kerberos V authentication document out
ahead of the merged mechanism. The group agreed that the current V5 Draft, “Telnet
Authentication: Kerberos Version 5” could be issued as an Experimental RFC. Steve will
send the current draft to Ted for review.

Dave Borman mentioned that he would like to release his current telnet reference sources
in the near-term, but is concerned about the encryption code. Ted suggested that perhaps

MIT could be a distribution point, since they have a similar problem with the Kerberos
distribution.
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Sam Sjogren raised the issue of interoperability testing. The group was receptive, and
might try to schedule an event prior to the Seattle meeting. This would most likely be a
virtual event held between cooperating parties via the Internet. There was some discussion
of whether this would be appropriate to have at an IETF meeting, but no conclusion was

reached.

Action Items

Dave Borman

Ted Ts’o

Steve Alexander

Steve/Dave

Attendees

Steve Alexander
David Borman
Peter Cameron
Jonathan Didner
John Linn
Marjo Mercado
Clifford Neuman
Jon Penner

Vladimir Sukonnik

Theodore Ts’o
Raymond Vega

Will finish implementation of the merged authentication/encryption
options.

Will write up a discussion of how he would like to see the encryption
type negotiation covered by a checksum to prevent active attackers
from forcing a weak encryption method to be negotiated.

Will fine-tune the Kerberos V draft and send it to Ted for review
with the goal of issuing it as an Experimental RFC.

Will drive the document editing process so that work on merging
the encryption text into the Kerberos documents will be complete
by Seattle.

stevea@lachman.com
dab@cray.com
cameron@xylint.co.uk
jonb@bangate.compagq.com
linn@security.ov.com
marjoQcup.hp.com
bcn@isi.edu
jjp@bscs.uucp
sukonnik@process.com
tytsolmit.edu
rvega@cicese.mx
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2.1.4 Telnet TN3270 Enhancements (TN3270E)

Charter

Chair(s)

Robert Moskowitz: 3858921@mcimail.com

Mailing Lists
General Discussion: tn3270e@list.nih.gov
To Subscribe: 1istserv@list.nih.gov
In Body: sub tn3270e <first_name> <last_name>
Archive: listserv@list.nih.gov

Description of Working Group

The TN3270 Enhancements Working Group will document the current practices
that provide limited support for 3270 devices over TELNET and will develop
a specification that allows the 3270 family of devices, including printers, to
function properly over TCP via TELNET. Topics such as authentication, which
are being addressed by other working groups, are recognized as important to
TN3270, but are beyond the scope of this effort.

The specification will draw on work already done by the Internet community
for supporting 3270 devices through TELNET. It will be based on appropriate
portions of IBM’s published documentation on 3270 display and printer data
streams and LU function management. Finally, it will make use of existing
TELNET facilities where possible.

The working group will produce: an Informational RFC documenting current
TN3270 terminal practices, an Experimental RFC describing an interim ap-
proach to printing and LU name selection (this will address the work that is
already under way and implementations of this partial solution that are already
in place), and a standards-track RFC specifying the TELNET protocols that
support a fully functional 3270 display and printing environment. This RFC
will supersede RFC 1041 and the Experimental RFC describing the interim
approach to printing and LU name selection.

Goals and Milestones

Done

Done

May 1993

Submit an Internet-Draft documenting current TN3270 terminal emulation
practices. '

Post an Internet-Draft describing the Interim approach to printing and LU
name selection.

Submit the interim printing and LU name selection document to the IESG for
consideration as an Experimental Protocol.
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May 1993 Post as an Internet-Draft a protocol to support a fully functional 3270 display
and printing environment over TELNET.

Done Submit the document describing current TN2370 terminal practices to the IESG
for consideration as an Informational Protocol.

Sep 1993  Submit the TN3270 TELNET specification to the IESG for consideration as a
Proposed Standard.

Internet-Drafts

“TN3270 Enhancements”, 10/05/1993, B. Kelly <draft-ietf-tn3270e-enhancements-
02.txt>

“TN3270 Extensions for LUname and Printer Selection”, 07/28/1993, C. Graves
<draft-ietf-tn3270e-luname-print-00.txt>

“TN3270 Current Practices”, 11/12/1993, J. Penner <draft-ietf-tn3270e-current-
pract-03.txt> ‘
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INTERIM MEETING REPORT

Reported by Robert Moskowitz/Chrysler Corporation
Minutes of the Telnet TN3270 Enhancements Working Group (TN3270E)

The TN3270E Working Group met Thursday, August 26, 1993, at the Fall 93 INTEROP
in San Francisco. Approximately thirty-four people attended, most were new faces. Bob
Moskowitz, TN3270E Chair, presented a little background on the work started at the 26th
IETF meeting in Columbus, Ohio, and what had been accomplished to date.

The working group is well on the way of meeting its charter to produce three RFCs.

1. “T'N3270 Current Practices”

This one on current TN3270 practices is authored by Jon Penner; it is available as
an Internet-Draft and is undergoing what is hoped to be final changes.

2. “TN3270 Extensions for LUname and Printer Selection”

The Open Connect System’s proposal for an interim printing solution is authored by
Cleve Graves. It is also available as an Internet-Draft and is now undergoing what is
hoped to be final changes.

3. “TN3270 Enchancements”

This is a full redesign of the TN3270 protocol and is being authored by Bill Kelly. It
is in its second version and the next is being worked on. The group does not feel that
this document is finished; more customer and vendor input is needed.

Cleve Graves followed with a presentation of his proposal. It quickly became apparent that
a name was needed for this approach, and ‘Simple IBM Printing’ or SIMP was proposed.
The only addition suggested was support for IBM’s Intelligent Printer Data Stream, or
IPDS, and examples of how the query response would work. Cleve agreed that this was
needed and committed to adding it. Cleve will also remove descriptive text that has found
its way into the current practices document. He will work at getting the changes done
quickly so this document can be moved on to full RFC status.

Cleve’s presentation was accompanied by a number of customer representatives’ requests
that this functionality be made available as soon as possible, if not yesterday, to meet

their user needs. Based on this, everything will be done to get the document through the
IETF/IESG system.

Bill Kelly then presented the ‘Enhanced TN3270 protocol’. This protocol will be put forth

as an IETF Standard and Bob explained the logistic steps involved in setting standards
within the IETF.
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There was some concern about ‘breaking’ the TELNET practice of negotiating Terminal
Type first. With Enhanced TN3270, the new TN3270E option is negotiated before Terminal
Type. Most of the attendees that understand TELNET did not see this as an issue. There
was a side discussion on whether SNA positive and negative acknowledgments were needed
and, if so, would SNA sequencing be needed in the protocol as well. No resolution of this
point was reached. A question was raised about authentication and encryption. General
agreement was reached that the TELNET authentication option will be used when possible,
but that encryption will use the IBM SNA encryption methodology, thus making it not a
TN3270 protocol issue.

Finally there was discussion on expanding the protocol to include 5250 support. This was
viewed by many of the vendors as an unwise burdening of the TN3270 protocol and that
it would not bring any value either to it or to 5250 support, as the protocol issue is a very
small part of either 5250 or 3270 emulation. However, it was agreed to spend some effort
to investigate this.

Bill wrapped up the presentation by stating that there are a number of changes that he
will be making to the current document and that he will be calling on'those attending to
review his document and comment about it on the list.
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Anders Borg
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hdyc@chevron.com

ericfQatc.boeing.com

Nadine Goes
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Martin Gren

Scott Hertzog

Rich Hogrogian
Tim Huntley
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William Kwan
Marjo Mercado
Jeanine Modic-Carmons
Tome Molnar
Robert Moskowitz
Rod Nay

Yoram Nussenboim

goesQcnmtl.cn.ca
cvgQoc.com
martin@axis.se

rhhogrog@vnet.ibm.com
timh@vnet.ibm.com
kellywh@mail.auburn.edu
kwan@rabbit.com

mar jo@cup.hp.com
modic@r3vm.dsd.trw.com
molnar@utcc.utoronto.ca
3858921@mcimail.com

yoram@netmanage.co.il
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CURRENT MEETING REPORT

Reported by Robert Moskowitz/Chrysler Corporation

Minutes of the TELNET TN3270 Enhancements Working Group (TN3270E)

“TIN3270 Current Practices”

There was some discussion of the “current practices” Internet-Draft, and it was agreed that
with a few editorial changes it is ready to be submitted to the IESG with the request that
it be published as an Informational RFC. Bob Moskowitz mentioned the possibility that all
three of the working group’s documents might wind up on the standards track, and become
various “flavors” of Standards RFCs. Several members objected to this approach and only
wanted one standards document.

“TN3270 Extensions for LUname and Printer Selection”

Discussion centered around two areas: IPDS printer support and handling of errors-during
term-type negotiation. IPDS problems arise due to the difference in LU1 and LU3 support
(function management headers versus structured fields). It was agreed that LU3 IPDS
support can be attained by adding a term-type of IBM-4224; this will be a “queryable”
device type. LU1 IPDS support will not be included in TN3287 at this time.

The TN3270 Extensions Internet-Draft will document a list of error codes (and their mean-
ings) that represent problems that can occur while negotiating the term-type. If an error
occurs, the server will send the error number to the client instead of negotiating the EOR
and Binary options; it will then close the connection. The client will be able to take what-
ever action it deems appropriate, which could include such things as sending a message to
the user or attempting to reconnect.

The goal is one more content change on the TN3270 Extension Internet-Draft followed by

a quick editorial cleanup and submission to our Area Director for review and forwarding to
the RFC Editor.

“TIN3270E Enhancements”

First up was the subject of sequence numbers; some members questioned the need for them.
It was agreed that sequence numbers will be needed when exception response processing
occurs. It was also decided that the sequence number field in the TN3270E header need
only be maintained when the RESPONSES function has been agreed to; otherwise, this
field will contain binary zeroes.
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There was a lively discussion of the initial negotiation of the TN3270E option (i.e., the
WILL/DO and WON'T/DON’T TN3270E negotiation). It was pointed out that since
TN3270E will be a TELNET option governed by the TELNET RFC, it must be treated
like other TELNET options: both parties must be free to send WILL, DO, WON’T and
DON’T. Some in the group would like to have the server be the only party allowed to actually
initiate the TN3270E negotiation—that if a client sends a DO TN3270E, the server should
respond with a DON’T TN3270E, and subsequently send a DO TN3270E when it is ready.
It was agreed that input from people such as Steve Alexander, TEINET Working Group
Chair, would be helpful in resolving this issue.

TN3270E Term-type Negotiation

Next came a discussion of the TN3270E term-type negotiation. Two of the “gateway-
based server” vendors present expressed serious concerns with the recently proposed method
of simply negotiating TERMINAL or PRINTER and having the server send out a Read
Partition Query. These objections had to do with the notion of sending out 3270 data
before a session has actually been established. It was suggested that the best approach
would be to leave the Document as it reads now (which includes 3278 models 2, 3, 4 and
5, both with and w/o the “-E” suffix) and to add a “DYNAMIC” term-type, which would
allow for the “non-standard” screen sizes. There was also a suggestion that what is really
being negotiated are screen sizes and whether or not a device is queryable; therefore, model
designations should be done away with and these items should be negotiated directly. More
discussion on the list will be required to resolve this issue.

John Klensin, Applications Area co-Director, briefly discussed the question of WILL/DO
and WON'’T/DON’T TN3270E. He also stated that the current practices Internet-Draft will
be published as an Informational RFC, not a Standards one. John also reported that all
of our Internet-Drafts will be reviewed by TELNET experts before being submitted to the
RFC process to attempt to avoid open discussions during the Last Call process. Further,
there will be some further thought on what RFC designation will be used for the TN3270
Extensions Internet-Draft.

RFC 1538

With time running out, a brief discussion of RFC 1538 (SNA/IP) ensued. Two of the ven-
dors present are implementing a form of SNA over IP (although they are not compatible).
It was pointed out that IBM would prefer to address the issue through the APPN Imple-
mentor’s Workshop, rather than in the IETF. Discussion will take place between higher
levels of the JETF and IBM as to where best to work on this.
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2.1.5 X.400 Operations (X4000PS)

Charter

Chair(s)
Alf Hansen: Alf.HansenQuninett.no
Tony Genovese: genovese@es.net

Mailing Lists
General Discussion: ietf-osi-x400ops@cs.wisc.edu
To Subscribe: ietf-osi-x400ops-request@cs.wisc.edu
Archive:

Description of Working Group

X.400 management domains are being deployed today on the Internet. There
is a need for coordination of the various efforts to insure that they can interop-
erate and collectively provide an Internet-wide X.400 message transfer service
connected to the existing Internet mail service. The overall goal of this group
Is to insure interoperability between Internet X.400 management domains and
the existing Internet mail service. The specific task of this group is to produce

a document that specifies the requirements and conventions of operational In-
ternet PRMDs.

Goals and Milestones

Done Initial meeting, produce internal outline.
Done Working draft, circulate to interested people.
Done Internet-Draft available.

Dec 1991 Document ready for publication.
Internet-Drafts

“Operational Requirements for X.400 Management Domains in the GO-MHS

Community”, 10/15/1993, Robert Hagens, Alf Hansen <draft-ietf-x4000ps-
mgtdomains-ops-06.txt>

“Postmaster Convention for X.400 Operations”, 10/28/1993, C. A. Cargille
<draft-ietf-x4000ps-postmaster-03.txt> '

“C=US; A=IMX",10/28/1993, E. Stefferud <draft-ietf-x4000ps-admd-03.txt>

“Using the Internet DNS to distribute RFC1327 Address Mapping Tables”,
12/27/1993, C. Allocchio, A. Bonito, B. Cole <draft-ietf-x4000ps-dnsx400maps-
04.txt>
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“Mail based file distribution Part 1: Dialog between two nodes”, 07/06/1993,
M. Kaittola <draft-ietf-x4000ps-tbl-dist-part1-01.txt>

“Mail based file distribution Part 2: Over-all structure”, 07/06/1993, M. Kait-
tola <draft-ietf-x400ops-tbl-dist-part2-01.txt>

Request For Comments

RFC 1405 “Mapping between X.400(1984/1988) and Mail-11 (DECnet mail)”

RFC 1465 “Routing coordination for X.400 MHS services within a multi protocol / multi
network environment Table Format V3 for static routing”

RFC 1502 “X.400 Use of Extended Character Sets”
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CURRENT MEETING REPORT

Reported by Alan Cargille/University of Wisconsin

Minutes of the X.400 Operations Working Group (X4000PS)

Executive Summary

e The Amsterdam minutes were not approved. They will be revised.

e The postmaster document will receive final editorial comments and be submitted for
consideration as a standards-track RFC.

¢ The management domains requirements document will receive final editorial com-
ments and be submitted for consideration as an Informational RFC.

o A revised document on storing RFC 1327 mapping rules in the DNS will be released
within a few weeks. A new companion document about how this should be adminis-
tratively implemented and deployed will be written by the next IETF or the meeting
of the RARE Working Group on messaging.

o The proposed CXII group will continue to be discussed on the cxii list. If it cannot
be finalized by the Seattle IETF, the group will probably not be created.

o The work on ADMD IMX is viewed as a United States national issue and should be
developed in some US forum, not the IETF. The work should be fed back into the
IETF for comments and publication.

e A sister group to the IETF on operations may be created (the IOTF).
o The X4000PS Working Group will be terminated following this IETF. Outstanding
work items can be brought up on the X4000PS mailing list. If worthwhile, a small

focused working group will be created to work on the new topic.

Thanks to Tony Genovese and Alf Hansen for chairing this group.
Goodbye, and thanks for all the fish!
Review of Action Items

This was difficult to do because action items were not summarized in previous minutes.
This section will be updated as the Amsterdam minutes are revised.
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Jim Romaguera conducted the review of the minutes from the last meeting. They are were
not approved. They had been submitted in a rush. Alf and Tony apologized for incomplete
minutes being published. Marko and Urs had sent messages requesting changes to the
minutes which were not made. Marko’s name was misspelled in Section 6. He was unhappy
with the proposed chairs in Section 10.

The Amsterdam minutes will be reviewed again on the list and revised. Allan Cargille
foolishly volunteered to edit the revised minutes. Action items need to be identified, both
those from the previous meeting (Columbus) at the beginning of the document and those
from Amsterdam in the body. We can also check the X4000PS list archive for comments
on the minutes.

Postmaster Convention for X.400 Operations

Allan Cargille reviewed the key idea of the document. He removed the section about
supporting an easy way to reach the managers of an X.400 management domain (ADMD or
PRMD) out of the document and plans to write that up in a separate document (edit out
the part about 84 and 88, just say both are running and reference both standards). There
was consensus that the group will forward the document for consideration as a standards-
track RFC. Allan will revise the document and clean up the references. He will then publish
it as an Internet-Draft and ask for comments for one week on the ops list. This final review
is for editorial comments only. Allan will make any necessary corrections and forward the
document to be published. Allan will have the revised Internet-Draft out by November 8.

Operational Requirements for X.400 Management Domains

Alf made editorial changes to the document and cleaned up the references. Few people
have read the final version. The document is available and key people are asked to review
the document for editorial changes: Tony, Urs, Jeroen, Harald, and Allan. We will close
discussion by November 15. People who read the document should let Alf and Tony know
that they have read it. Tony will buy a beverage for the person who finds the most typos!

DNS support for RFC 1327 Mapping

Claudio has been working on a mechanism to store and look up RFC 1327 mappings using
the DNS. The first proposal received some strong requests for changes from the namedrop-
pers mailing list (DNS experts) at the March 1993 IETF. Claudio had also done work on
storing X.400 routing and MTA connection information in the DNS. This work has been
suspended in favor of using X.500 (the IETF MHSDS Working Group work).

Claudio has developed a second version of his proposal. The document will be published as
an Internet-Draft this coming week. He presented the major changes of the new approach.
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The new approach defines a new DNS resource record which allows a single DNS query for a
lookup. Some extensions are also included for eventual future use. The new approach stores
Table 2 (822 to X.400) and “Gateway Table” mappings in the normal DNS domain tree.
Table 1 (X.400 to 822) mappings will be stored in a separate tree, rooted at the national
level. This approach forces coordination between the X.400 and DNS naming authorities.
This will require considerable work in explaining concepts and coordinating things. Claudio
said there is a need for an API specification.

Mapping coordination at the national level will be achieved in different steps, according to
the draft document on mapping authorities. It fits into the regionalization process currently
ongoing in the internet. It allows a full authority delegation as a final result of the process.
An orderly transition is supported from centralized storage of the mapping rules in Italy to
using the new national mapping tree, because software will support checking the national
tree first and looking in the Italian tree if nothing was found.

Mapping rule storage and control will proceed in three different steps:

1. The information is maintained centrally in Italy and servers fallback to that location
for lookups.

2. The national trees are implemented but things are centralized at the national level.
3. The information is truly distributed in the national trees.

The document also makes it possible to define a DNS/x.500 interface to make LONGBUD

and DNS a unique schema for mapping distribution, with no duplication and global acces-
sibility.

There was general concern about an update problem with two distributed mapping storage
technologies (DNS and X.500). Urs said that the technical work is done and is solid, and
that we need to think about the administrative work that is necessary to use this technology.
The group notes that this work has implications on the MHSDS Working Group.

Claudio will write a separate document about information and deployment of this technology
by the next RARE MSG or IETF meeting. Further discussion of both documents will
proceed in the RARE Working Group on messaging.

Commercial X.400 Interconnection with Internet (CXII) Working Group

A proposed charter was included as input to this meeting. Tony Genovese led this dis-
cussion. Tony’s slides are on the ESnet file server (FTP to ftp.es.net, the directory is
pub/mhs/x4000ps/houston).
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Since Amsterdam:

There are two points of contention: chairs and technical contributors.

The chairs will be determined solely by the Area Directors.

Technical leads are needed for document sets.

There is already one volunteer co-chair, but another is still needed.

Technical leads for documents are needed.

The working group will be in the Operations Area but Erik Huizer (without his
co-director) will serve as Area Director for the group.

Editor’s Note: Questions posed as well as detailed statements by some of the attendees is
available via FTP or mail server from the remote directories as /ietf/z{000ps/z4000ps-
minutes-93nov.txt. Refer to Section 1.2 of the proceedings for retrieval instructions.

US-ops

Allan Cargille led this discussion. He outlined two different issues which fall under this
agenda item:

o The work on ADMD IMX under C=TUS.

e The need for a forum for Internet-related issues which are specific to the United States
or North America.

There are questions about whether ADMD IMX should be viewed as a United States issue
or an Internet-wide issue. It can be viewed as an Internet-wide solution which happens to
be stuck under C=US due to the X.400 country-centric addressing structure. For example,
if C=WW (worldwide) existed, we would prefer to register ADMD IMX under C=WW and
it would not be bound to the Unites States. Alternatively, it can be viewed as the Unites
States national solution to X.400 naming in the US Internet, which is US-centric and should
be developed in a United States forum.

The second issue is that the IETF developed in the context of the US. Therefore work on
an issue which was Internet-related could be conducted in the IETF, even if the work was
US-centric. Now that the IETF has developed its identity as an international organization,
Internet-related topics which are United States or North American in scope do not have
a valid forum. The problem was recognized by the group, but addressing this problem is
outside the scope of the X4000PS Working Group.

Editor’s Note: Summaries of attendee’s comments are available via FTP or mail server
from the remote directories as /ietf/z4000ps/z4000ps-minutes-93nov.tzt. Refer to Section
1.2 of the proceedings for retrieval instructions.
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What Next

Erik commented that the ops list should be kept open because of the documents being
progressed. He also noted that the RARE Working Group on messaging could be used for
some topics. If discussions raise technical issues that merit IETF work, he would welcome
a proposal for that group (not just an extension of X4000PS but a focused group for 1/2

year or so to work on a specific issue.)
Urs pointed out that there is a specific list for RFC 1465 issues: rfc1465@chx400.switch.ch.

Jeroen has copies of tutorial papers, and RARE can send more copies if needed.

Allan sees the following as outstanding work items:
¢ A document on the long-range plan for X.400 in the Internet.

¢ Possible work on dynamic X.400 routing using the DNS. X.500 work (mhsds/LONGBUD)
is not materializing fast enough.

X.400(88) in the GO-MHS community.

A standard way to address the managers of an X.400 management domain (PRMD
or MD).

A document on internal operations of ADMD IMX.
¢ A document on connections between ADMD IMX and ADMDs.

It appears that the IMX work will not be approved to be done in the context of the IETF.

Steve was also concerned about mhsds delays. It is a very high priority for specifications

and for implementation. A global solution is needed for scalable routing, he sees X.500 as
the only viable solution.

Erik wants focused groups in future. The problem is that groups can have beautiful ideas
about what needs to be done, but there must be volunteers to do the work. People are
needed to chair the groups, write the documents, and lead discussions.

Erik thanked Alf and Tony for chairing the group. The working group will be terminated
after this IETF.
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2.2 Internet Area

Directors:

e Stev Knowles: stev@ftp.com
¢ Dave Piscitello: wk04464@worldlink.com

Area Summary reported by Stev Knowles/FTP Software

The following BOF and working groups met during the November IETF meeting in Houston:

Whither ATM - An Update BOF (ATMINFO)

Dynamic Host Configuration Working Group (DHC)

Internet Stream Protocol V2 Working Group (ST2)

IP Over Asynchronous Transfer Mode Working Group (ATM)
IP Over Large Public Data Networks Working Group (IPLPDN)
Point-to-Point Protocol Extensions Working Group (PPPEXT)

Whither ATM - An Update BOF (ATMINFO)

An information only BOF was held on ATM technology and on developments since the
Amsterdam IETF meeting.

e Bryan Lyles presented a summary of ANSI T1S1 activities towards defining a new
ATM Bearer Service called “Class Y” for variable bit-rate traffic, i.e. “best effort.”

e Eric Hoffman gave a presentation, on behalf of Allison Mankin and Maryann Perez,
on the problems of implementing ATM standards.

e Mike Goguen gave a review of the work of the ATM Forum’s Private NNI Working
Group. :

e The ATM Forum UNI 3.0 Specification is out and available.

Internet Stream Protocol V2 Working Group (ST2)

ST2 met for the first time at Houston in two sessions. The first session involved a brief
review of the charter, presentations on ST-II experience from BBN and ARPA, and an
overview of the IBM ST-II implementation. After the presentations, discussion was started
on which portions of the protocol need revision, removal, or clarification. The second session
was a more detailed working session in which details of State Transition diagrams, groups of
streams, and the join/leave mechanism were discussed. The group also selected Lou Berger,
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Steve DeJarnett, and Luca Delgrossi as the document editors for the Internet-Drafts and
RFC, and decided to issue a further call for writers over the mailing list. An interim meeting
may be held in January to write the initial Internet-Draft.

IP Over Asynchronous Transfer Mode Working Group (ATM)

The Classical Internet-Draft Last Call closed on Monday, November 1. All issues raised
during the Last Call process were dealt with and closed. One serious technical issue was
raised by Dave Sincoskie regarding the arp table entry timeout and n*n InARP transmis-
sion characteristics. A paragraph change was presented and adopted by consensus at the
Thursday meeting. Dave Piscitello approved the change process; another Last Call is not

needed. The changed paragraph will appear in the meeting minutes. The document is
awaiting IESG ballot.

Joel Halpern gave a presentation of the Routing Over the Large Clouds Working Group
(ROLC) proposed charter. Ran Atkinson presented his MTU draft. Bob Cole led a discus-
sion of the framework document. The chair hopes that this document can be turned into a
planning guide for the working group.

The working group hosted other discussions on security, source address, the non-optimal
behavior of InARP, selectors and multiple LISs, application binding, and Q.93B parameters.
One discussion item, the issue of IP over the ATM Forum’s LAN Emulation specification,
was not completed.

IP Over Large Public Data Networks Working Group (IPLPDN)

The purpose of re-opening the IP over Large Public Data Networks (IPLPDN) working
group was to clean up some unresolved items, and attend to those items which have come
up after the group became inactive.

e Keith Sklower presented summaries of the “Determination of Encapsulation of Multi-
protocol Datagrams in Circuit-switched Environments” and “Parameter Negotiation
over Frame Relay” Internet-Drafts.

¢ The draft for the updates to RFC 1315 has expired. Caralyn Brown has agreed to
repost it and set the wheels in motion to get it forwarded.

¢ Joel Halpern and Fred Baker volunteered to write an Informational document covering
experience in partial mesh networks. The document will be posted on the mailing
list and discussed there.

e The group decided that the definition of InARP for IPX might better be handled by
Novell.
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¢ During the IP over ATM discussions, it was felt that InARP was not robust enough.
The group decided that because this problem was related to ATM’s ARP server, the
ATM group should pursue this work.

e Those who were most interested in IEEE 802.5 Source Routing over Frame Relay

were not present at the meeting. It was decided that this should be taken to the
mailing list for further discussion.

Point-to-Point Protocol Extensions Working Group (PPPEXT)

Two documents were referred, without discussion, to the IESG for consideration as Proposed
Standards.

o “PPP over ISDN” (draft-ietf-pppext-isdn-03.txt)
e “PPP over SONETE/SDH” (draft-ietf-pppext-sonet-01.txt)

There was discussion about “PPP over X.25” (draft-ietf-pppext-x25-02.txt) and it was
decided that the document should be recommended to the IESG for consideration as a
Proposed Standard.

“PPP in Frame Relay” (draft-ietf-pppext-frame-relay-02.txt) was also discussed. It was
recommended that a single sentence be added, and that the resulting Internet-Draft, draft-
ietf-pppext-frame-relay-03.txt, be considered by the IESG as a Proposed Standard.

It was recommended that “PPP LCP Extensions” (draft-ietf-pppext-lcpext-04.txt) be con-
sidered by the IESG as a Proposed Standard. Another document will be drawn up describing
the LCP option for negotiation of encapsulations.

Dave Rand presented the “PPP Reliable Transmission” document, (draft-ietf-pppext-reliable-
00.txt). After some discussion, the document was recommended for consideration by the

IESG as a Proposed Standard.

Several other documents were presented and discussed.



88 CHAPTER 2. AREA AND WORKING GROUP REPORTS

CURRENT MEETING REPORT

Reported by Mark Laubach/Hewlett-Packard

Minutes of the Whither ATM - An Update BOF (ATMINFO)

An information-only BOF was held on ATM technology and developments since the Ams-
terdam IETF meeting. Many people were appreciative that the BOF was held.

Presentations

Bryan Lyles presented a summary of ANSI T1S1 activities towards defining a new ATM
Bearer Service called “Class Y” for variable bit-rate traffic,i.e. “best effort.” Various public
ATM providers are viewing this a boon as it is a different service than constant bit-rate
(CBR) traffic (voice) and can be tariffed differently. T1S1 will be working further to create
an implementation independent definition. When adopted in T1S1, it should make it into
ITU-TSS and then be adopted by the ATM Forum. Bryan’s closing said to “tune in again
in about six months.”

Eric Hoffman gave a talk on behalf of Allison Mankin and Maryann Perez on the problems
of implementing ATM standards. Naval Research Laboratory (NRL) has recently released
their Q.93B implementation called VINCE into the public domain. In addition, NRL will
be implementing the Classic IP and ARP over ATM model. NRL feels the primary “snag”
with Q.93B lies in the complicated parsing, forced bitfield parsing for rarely used elements,
and spurious ordering rules. They do have a working version that is tracking ATM Forum’s
UNI 3.0 specification. Ports are being done to support several switch architectures.

Mike Goguen gave a review of the work of the ATM Forum’s Private NNI Working Group.
The groups main work is NNI signaling, VC routing, and Q.93B as the basis for the NNI
signaling. This working group just started in July. The November ATM Forum meeting
will focus on finalizing requirements and beginning a draft reference configuration. Some
key requirement areas to be agreed on:

Policy

To what extent in Phase 1
Hybrid private/public networks
Source routing versus hop-by-hop

The ATM Forum UNI 3.0 Specification is out and available.
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2.2.1 Dynamic Host Configuration (DHC)

Charter

Chair(s)

Ralph Droms: droms@bucknell.edu

Mailing Lists
General Discussion: host-conf@sol.bucknell.edu
To Subscribe: host-conf-request@sol.bucknell.edu
Archive: sol.bucknell.edu:~/dhcwg

Description of Working Group

The purpose of this working group is to investigate network configuration and
reconfiguration management, and determine those configuration functions that
can be automated, such as Internet address assignment, gateway discovery and
resource location, and those which cannot be automated (i.e., those that must
be managed by network administrators).

Goals and Milestones

Done

Done

Done

Done

Done

Write a BOOTP extensions document.

Identify (in the spirit of the Gateway Requirements and Host Requirements
RFCs) the information required for hosts and gateways to: exchange packets
with other hosts, obtain packet routing information, access the Domain Name
System, and access other local and remote services.

Summarize those mechanisms already in place for managing the information
identified by objective 1.

Suggest new mechanisms to manage the information identified by objective 1.

Having established what information and mechanisms are required for host op-
eration, examine specific scenarios of dynamic host configuration and reconfigu-

ration, and show how those scenarios can be resolved using existing or proposed
management mechanisms.

Request For Comments

RFC 1531
RFC 1532
RFC 1533

“Dynamic Host Configuration Protocol”
“Clarifications and Extensions for the Bootstrap Protocol”

“DHCP Options and BOOTP Vendor Extensions”
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RFC 1534 “Interoperation Between DHCP and BOOTP”
RFC 1541 “Dynamic Host Configuration Protocol”

RFC 1542 “Clarifications and Extensions for the Bootstrap Protocol”
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CURRENT MEETING REPORT

Reported by Ralph Droms/Bucknell University

Minutes of the Dynamic Host Configuration Working Group (DHC)

Since the last meeting of the DHC Working Group, DHCP was accepted as a Proposed Stan-
dard and the protocol specification was published as RFC 1541 (specification), RFC 1533
(options) and RFC 1534 (DHCP-BOOTP interoperation). J. Allard and Fred Lien orga-

nized two rounds of interoperability testing. At the second round of testing, 7 servers and
12 clients were tested:

Microsoft: NT server, NT client, DOS client

Sun: server and client

HP: client

Boeing: server and client

DEC: client

WIDE project (Japan): client, server and relay agent

SGI: server and client

Competitive Automation: server and client

FTP Software: Windows and OS/2 servers, Windows and DOS clients

At present, there are no freely-distributable implementations. The WIDE project’s imple-
mentation, described in a short presentation to the group, may be made available, but needs
additional work first. The WIDE project, from Keio University, has implemented a DHCP
server, client and relay agent, all based on UNIX and BPF (Berkeley Packet Filter). The
server manages three databases: an available address pool, the set of client bindings and
the known relay agents. The server uses ICMP echo to test for an address already in use
before allocation. The server does not yet support the class identifier and vendor-specific
data options, and the use of ‘sname’ and ‘file’ fields to hold options. The client is also built
on BPF, as a library of functions for the various DHCP state transitions. Thus, the client
software can be integrated into a variety of DHCP implementations. The relay agent uses
BPF to communicate with the client and a socket to communicate with the server.

The interoperability testing identified a set of “minor” problems. The group discussed these
problems and devised solutions as follows:

o Packet size: As BOOTP specifies smaller packets (300 octets) than DHCP (576

octets), the DHCP specification should be changed to explicitly allow smaller BOOTP
packets.

e Minimal protocol requirements: DHCP requires some minimal functions from the
TCP /IP protocol software on a client(e.g., ability to accept unicast replies before the
IP address has been configured); these requirements must be added to the protocol
specification.
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Use of ‘ciaddr’ field: As RFC 1542 requires a client to be able to respond to ARP

requests if it puts an address in ‘ciaddr’, a client must use the ‘requested IP address’
option in DHCPREQUEST packets.

Use of ‘server ID’ in DHCPACK and DHCPNAK packets: Make the use of ‘server
ID’ a MUST requirement.

Change number of retries of DHCPREQUESTS to 4 (to match other retry specifica-
tions).

Use of ‘BROADCAST flag’ in DHCPNAKSs: Possibly; still under consideration.

Use of ‘XID’:

— Client MUST use unique, random XID (NOT a well-known constant!) for each

client DHCP packet to avoid associating reply for client B with request from
client A. ~

— Changing XID for each retransmission seems to be an implementation detail
(client can choose to change XID with each retransmission of a specific DHCP
packet).

The group rejected the idea of a protocol version number.
Timeouts: The group concluded that the timeout back off mechanism is “over-
specified”. The specification will be changed to read that the mechanism SHOULD

be employed, and the reasoning behind choosing a specific mechanism.

T2 not explicitly specified to be less than the lease time; specification to be fixed to
reflect that requirement.

Size limit on a single option (255 octets) may be too small: Allow multiple copies of
the same option.

Specification and the use of ‘client ID,” and ‘client class’ was discussed. The ‘client ID’ field
is supposed to address the problem of separating client identification by the server from the
delivery of DHCP packets from the server to the client. That is, the server always needs a
MAC address (supplied in ‘chaddr’) for the client, through which messages can be delivered
to the client, but the server may want to use some other identifier to track the binding
of an IP address to that client. BOOTP overloads the MAC address with delivery and
identification functions. It was decided to specify that DHCP servers should use ‘client ID’
if supplied by the client and ‘chaddr’ otherwise, for binding an IP address to a client. For
the purposes of address binding, ‘client ID’ is to be interpreted as an opaque string of octets.
Text will be added to the protocol specification explaining the reasons for using ‘client ID’
and possible effects of using ‘chaddr’ (e.g., when Ethernet cards are moved between hosts).
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There was some discussion prior to the DHC meeting as to whether the ‘client class’ option
was under-specified. The concern was that, without further specification, interoperability
among DHCP participants would be compromised as a result of different interpretations of
the the ‘client class’. (See the DHC Working Group mailing list archive for more details.)
The group felt that the primary use of ‘client class’ will be in aggregation of clients; i.e., the
description of a collection of identical clients by a single entry in the DHCP server database.
The attendees concluded that this use can be met as follows:

o Treat the ‘client class’ option as an character string.

¢ Recommend that vendors supply an initial value:

Should be “descriptive of the product”.

— Must be well-documented.

— Must be useful in a DHCP database.

— Must be configurable by the system administrator.

o Allow system administrators to choose local values for ‘client class’.

o Add text to the protocol specification suggesting how system administrators can use
vendor-supplied or locally-configured ‘client identifier’s.

The attendees also discussed two issues related to other IETF working groups. First, the
Domain Name System Working Group (DNS) is aware of the requirement for a network
interface to DNS updates. DHC is not the only group making such a request. DNS is
working on the problem. Second, the attendees decided to hold off on any changes to the

DHCP specification to accommodate new versions of IP and IP addressing such as SIP or
TUBA.

There will be another round of interoperability testing in December after the latest changes
to the protocol specification are integrated into the documentation. A copy of the text
source used by the RFC Editor to generate the DHCP RFCs has been obtained, so revised
documents can be generated that are consistent with the published RFCs.

Attendees

Kannan Alagappan kannan@dsmail.lkg.dec.com
Steve Alexander stevea@lachman.com

James Allard jallard@microsoft.com

Jim Barnes barnes@xylogics.com
Monroe Bridges monroe@cup.hp.com

Michael Carney mwc@sun.com

Jonathan Didner jonb@bangate.compaq.com

Thomas Dimitri tommyd@microsoft.com
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r Agenda

* Report on interoperability testing
* Review of outstanding problems
- ‘ciaddr’
- Other “small” problems
- Client ID/class 1D
- Interface to DNS
- SIP or TUBA (hold for now)

« Discussion of “small* problems - solved

* Review of client ID issues

* Discussion of client ID problem

« Strategy for advancing protocol specification

From in

* Use of ‘ciaddr’

* Inclusion of server ID in acks and naks -
must

» Change retries of requests to four - yes ’

* Use of broadcast flag In naks - yes

* More detall In class ID

« Client ID option “over specified"

* Protocol version number - no

» Timeouts and backoff “over specified" -
should - reasoning, especially total time to
wait, should be based on local network and
site characteristics

* T2 not explicitly < lease - ok

» 255 vendor options insufficient = multiple
copies of vendor options

* Size limitation - minimum, maximum DHCP
message size

- ———
R
Client ID Issues

* What values can be used as client IDs?

L]T|n1 6 MAC

* Overloading ‘client 1D’ with client-server
behavior

Class ID Issues

2 MAC (not unique)

» Under specified, overspecified - What is it?

* Hosts that cannot accept broadcasts

* Hosts that can accept broadcasts

* Hosts that can go into promiscuous mode

¢ Hosts that cannot go into promiscuous mode

* Hosts which must receive IP unicasts/MAC
broadcasts

* Hosts which cannot receive IP unicasts/MAC
broadcasts
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Class ID

» Aggregate clients
» Distinguish vendor options
« Optional on server:

- If implemented, should be given a value I
and must be documented

- Must be configured by system administrator

- Advisory words...descriptive of their
products useful in DHCP database
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« Client ID is client "disambiguatory”
- Wire <- MAC
- DNS name

Less Filling
« Client ID is always wire <- MAC Uniquely
defines and interface
« Disambiguation Is elsewhere
* "Indexing”
« Warning - why not use MAC address...
« Aliow client ID to override MAC address
« Careful about chaddr vs. client ID In RFC




DHCP implementations
WIDE version

Akihiro ;I‘ominaga

WIDE Project

Keio University

IETE DRC W
tomsyesnfe winde.ndd jyo
Foul 1

DHCP implementations WIDE version

e Software Structure

— Server
— Relay agent
— Client

e Implementation Overview

— User process implementation
— Uses BPF and socket
— DHCP client library

« Implementation Varieties
— BSD/386 (i486)
— NEWS-0S(4.3BSD-based) (MC68030)
— NEWS-0S (R3000)

IETF DHC WG
tony@sle. wide.ad j
Fod 3

Why using BPF 7

BPF is Berkeley Packet Filter.

BPF can read/write the packets from Interfaces
directly.

BPF sends Limited Broadcast address
_ (255.255.255.255).

BPF recognizes the incoming interface.
Most BSD UNIX have BPF.

Structure.

DHCP

socket
UbDP
1P
Ether

BPF

Hardware

iy e wa
[T T N R
boat

Server Implementation (1)

Manages three databases
— Address pool database
— Binding database
— Relay agent database

e Checks address duplication by ICMP ccho re-
quest

Supports All Address Allocation Models

— Dynamic Allocation
— Automatic Allocation
— Manual Allocation

Supports BOOTP client
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Server Implementation (2)

e Format of Address pool database : modified
version of CMU BOOTP Server

#dummy entry
global . dummy : snmk=255.255.255.0:\
:dht1=500:dht2=850:
191 .dummy: tblc=global .dummy:d£11=3600:\
:max1=7200:rout=133.138.191.1:\
:brda=133.138.191.255

#for dhcp client

IETEF DUC WG
teareyeonfe winke.ad jis
Fol 5

Server Implementation (3)
e Unsupported features

— IP fragmentation / reassembly
— “Class identifier” option handling

— “Vendor specific” option handling

19107: :ipad=133.138.191.7:tblc=191.dummy: — “sname” field and “file” field (ﬁ_om client.)
19108: :ipad=133.138.191.8:tblc=191.dunmy: handling
# for bootp client
19106: :ipad=133.138.191.6:alty=bootp:\
:tblc=191.dummy:
Wl g s el et g dexlinfo °. | semd RELEASE -

IITF DI W
temnyreale wideoald g

Fd 6

Client Implementation (1)

o Uses BPF.
e No IP fragment handling.

e libdhcp.a - dhep client functions

Clieut initialization
sends DISCOVER and
collects OFFER~

dhepinit(strnet ifinfo °)
dlcpaliscover(stouct dbepseqinfo *,
struct ifnfo *,
struct dhiep_para **)
dlicpremest (strnet dbep reginfo *.
atruct ifufo *,
struct dbicp_pariun )
dlep_verify(struct dbep_reginfo *, sends REQUEST to
verify the address and
waits ACK
sends REQUEST to
extend lease and
waits ACK
send DECLINE

~endds REQUEST and
waits ACK

struet ifdnfo |
struct dhicp_parun *)
dhicpextlease{struct dbcpreginfo *,
struet ifdnfo ¢,
struet dhep_paraun °)
dbepdechine(struct dhepslechinfo *,
strnet dhepifinfo )

100

stinet dlwpatinfe *)
leanpatata(strct dhicp_pasan *)

cleaar the stiuectme whuh
i umened in e graeepient
aned dlicpovendy

sl ARP geply

arpscply(stinet insabde ©,
stinct dhepifinfo *)
tesct af(stanct ifinfo *)

teset the spreaahied

netwak mterface

xatup the spevitied
uctwork inteifince

conhipif(Mruct if dufo *,
struct iuauldr ¢,
atrnct inauldr ¢,
struet juawkle *)

. ?truct if_info includes information about inter-
acc

struct if_info {
int 1d; /+ bpf file descriptor </
int arpfd; /e bpt file descriptor for ARP o/
char name{sizeof “emxx™}:
int bufsize;
int arpbufsize;
char ebuf;
char earpbuf;
struct chaddr haddr;

}:

e struct dhcp_param includes offered information
from server

stract dhcp_param {
struct dhcp_param emext;
char got_option({GOTOPTSIZ):
char esname, /* server host name +/




sfale, /+ boot file name */
shostnaae, dhep_t2,
emerit_dump, mtu_aging_timeout, /+ unsigned 32 bits integer =/
+dns_domain, arp_cache_timeout,
eroot_path, keepalive_inter;
sextensions_path, struct shorts emtu_plateau_table;/e array of 16 bits int ¢/
enis_domain, struct in_addr server_id. /* DHCP server identifier </
*nb_scope, /* MetBIOS scope / ciaddr,
serrmsg; yiaddr, /+ IP address ¢/
unsigned ip_forward :1, . /% boolean o/ siaddr, /e (tftp) server o/
nonlocal_srcroute :1., /e boolean o/ giaddr,
all_subnet_local :1,. /e boolean s/ esubnet_mask,
mask_discover :1, /e boolean ¢/ esvap_server.
mask_supplier :1, /* boolean ¢/ ebrdcast_addr,
router_discover 1, /* boolean ¢/ erouter_solicit;
trailer 11, /+ boolean */ struct in_addrs erouter,
ether_encap :1, /* boolean ¢/ etime_server,
keepalive_garba :1, /* boolean ¢/ ename_server,
nb_nodetype, :4; /e NetBIOS node type ¢/ edns_server, /* DNS server ¢/
8define BMODE Ox1 *log_server,
Sdefine PNODE Ox2 scookie_server,
#define MNODE Ox4 *lpr_server,
8define HNODE Ox8 *impress_server,
u_char default_ip_ttl, /e time to live (1 - 255) / erls_server,
default_tcp_ttl; epolicy_filter,
u_short secs, /* secs from DHCP message ¢/ estatic_route,
bootsize, /+ bootfile size in 16 bits ¢/ *nis_server,
max_dgram_size, /¢ max dgram reassembly ¢/ entp_server,
if_mtu; /¢ interface mtu o/ enbn_server, /+ NetBIOS name server o/
long xid, /¢ xid from DHCP message ¢/ enbdd_server,
time_offset; /¢ 32 bits iateger(netvork exfont_server, /* X tont erver ¢/
byte order) offset from UIC o/ exdisplay_manager: /¢ X display manager ¢/
u_long lease_origin, /+ time that begin the lease o/ Y
lease_duration, /+ lease duration ¢/
dhcp_ti,

T IC WO
[P S B
Foal 7

o struct dhep_reginfo includes requeting parame-
ter such as “Requested Lease™.

7+ parameter for DHCPDISCOVER and DHCPREQUEST -/ Client Implementation (2)
struct dhcp_reqinfo {

long vaitsecs:

int retry: /+ number of retransmission »/

u_long lease; /¢ suggestion of lease duration ¢/ . Clicnl I’l'()gr;un Exa.lnplc.

struct in_addr ipaddr: /e suggestion of IP </

struct in_addr ciaddr; /e used vhen verify </ int main(int argc, char esargv)

struct request_list { {
unsigned char 1len; initialize():
char elist; c. :
dhcp_init();

} ereqlist;
struct client_id ecid;

struct class_id { /+ main loop ¢/

unsigned char len: vhile (1) {
cha eid;
N .d:”; * /+ get OFFER from server */
}: crmst.rucv._request(req. &ipaddr);
X i X dhcp_discover(req, &netif, &param) ;
o struct dhcp.declinfo is used in dhcp_release or
_decline.

dhcp_decline /+ get ACK from server «f
/o paramcter for DHCPDECLINE and DHCPRELEASE =/ choose_offer(&param);
struct dhep_declinfo { dhcp_request(req, &netif, param):

struct in_addr ipaddr, /e DHCP client’s IP addr «/
srv_id; /e DHCP server’s IP addr o/
struct cliemt_id ecid: /+ got ACK and configure e/
char eerrmsg; config_if(&netif, &param->yiaddr,
}: param->subnet_mask,
param->brdcast_addr) H

101



IETF DHC WG
tomyOsfc.wide ad jp
set_route(paranm); Foil 8

while (1) { /+ extend lease loop ¢/
construct_extlease(req, param); Relay agent Implementation
if (dhcp_extlease(req, &netif, param) < 0) {
reset.if(netif); e Uses BPF and socket
break;
} ¢ Relay agent model;
}

Relay Agent

] =]

e Example of configuration file

2 # Number of servers to forward

133.138.191.1 % server IP

133.138.192.1 # server IP
]
]

133.138.193.1 server IP
133.138.194.1 server IP

in this case, relay agent choose 2 servers from
133.138.19X.1 and relay messages to them. Re-

lay agent choose these servers by hashing mes-
sages.
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2.2.2 Internet Stream Protocol V2 (ST2)
Charter

Chair(s)
Luca Delgrossi: luca@ibmpa.awdpa.ibm.com
Steve DeJarnett: steve@ibmpa.awdpa.ibm.com

Mailing Lists
General Discussion: st@ibminet.awdpa.ibm.com
To Subscribe: st-request@ibminet.awdpa.ibm.com
Archive: ibminet.awdpa.ibm.com:”/pub/st/st-archive

Description of Working Group

The Stream Protocol Working Group was formed to clarify and refine the ex-
isting specification of the Stream Protocol, Version 2 (ST-II) contained in RFC
1190. Since ST is a protocol that is already used in audio-visual and reserved-
resource applications and services, the focus of this group is near-term and its
primary purpose is to provide a specification that corrects errors in the existing
ST specification and makes it easier to implement ST in a manner that is likely
to be interoperable with other ST implementations.

The ST Working Group intends to address several areas of the ST specification
including;:

a) the formal definition of states and state transitions;

b) the removal of mechanisms which are too complicated as currently designed
and which have not shown any use in practice;

c) address the ambiguities caused by the current implementation subsets;
d) definition of a clear IP encapsulation mechanism;
e) minor revisions suggested by experience with ST.

These modifications are expected to reduce implementation time and to improve
the utility and interoperability of existing and future ST implementations. The
working group may also provide guidance on the use of standard routing pro-
tocols to support ST and on the format and use of flow specifications. Finally,
particular attention will be given to the specification of groups of streams as
required for the efficient sharing of resources. Input from current ST develop-
ers and application developers will be solicited to help clarify issues that the
working group should address.

It is the goal of the ST Working Group to produce a refined ST specification
that can be used to rapidly satisfy operational requirements. The result of
this group is expected to be an Experimental RFC. It is not the intention of
this Working Group to define a new communication or resource reservation
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protocol. ST is part of the ongoing IETF efforts to develop protocols that
address resource reservation issues. It is possible that future IETF Working
Groups will produce other operational protocol options in this area. Related
work by other IETF Working Groups shall be carefully monitored to see if the
actions of this Working Group should be revised. In particular it is expected
that there will be interaction with the AVT Working Group relating to issues
of running RTP over ST.

Goals and Milestones

Done Meet at IETF meeting to identify possible contributors. Review current ST-II
specification to identify areas that need revising.

Mar 1994 Address the previously identified areas and complete an Internet-Draftwith a
revised protocol specification

Apr 1994 Meet at the IETF meeting to review the completed Internet-Draft
Jul 1994  Submit revised Internet-Draft

Aug 1994 Submit the new ST specification for publication as an RFC
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CURRENT MEETING REPORT

Reported by Luca Delgrossi/IBM
Minutes of the Internet Stream Protocol V2 Working Group (ST2)

The ST2 Working Group met in two sessions. Prior to the first session, Craig Partridge of
BBN gave a talk on his experiences with ST-II. Craig did one of the first ST-II implemen-
tations with Steven Pink at the Swedish Institute of Computer Science in 1992.

Craig pointed out some of the weaker points of ST-II, including the fact that the specification
(RFC 1190) forced the implementor to guess at what was intended in certain situations.
Protocol complexity was also raised as an issue. The points raised all seemed consistent
with the experience of the other implementors and certainly helped to motivate everyone

prior to the start of the first working group meeting which was held immediately after the
talk.

The working group meeting began with a brief review of the goals of the working group, the
milestones specified in the charter, and a review of the agenda for the two working group
meetings planned for this week.

IBM Heidelberg Transport System (HeiTS)

Luca Delgrossi of the IBM European Networking Center presented an overview of the
IBM HeiTS (Heidelberg Transport System) stack, which includes an ST-II implementa-
tion. HeiTS is strongly focused on providing guaranteed quality of service to applications,
particularly multimedia applications. HeiTS uses its own FlowSpec which is significantly
simpler than the RFC 1190 FlowSpec. In addition to implementing ST-II, HeiTS also
provides a Resource Management Subsystem which handles resource reservation for CPU,
[memory] buffers, and network and communication adapter resources. In addition, HeiTS
will interface with a “Central Resource Allocator” to coordinate network resource reserva-
tions in a complex network environment. Luca ended his presentation by discussing some
possible protocol extensions or modifications that could make ST-II a more scalable and use-
ful protocol, including the ability for targets to initiate a connection by joining an existing
stream at a router instead of communicating directly with the origin to join a stream.

“ST-II Testing and Evaluation”

Doris Roland from Houston Associates, Inc. (HAI) gave a presentation on “ST-II Testing
and Evaluation” which discusses some testing that HAI is doing for ARPA and the Defense
Simulation Internet (DSInet). The DSInet is an evolution of the Terrestrial Wideband
Network (TWBnet) which runs ST-II at about half of the sites on the network. Houston
Associates, Inc. provides support for users of the DSInet and is performing their testing
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independently of other testing being done by BBN, which is the contractor responsible
for building and operating the DSInet. The DSInet runs simulation exercises and video
conferencing using ST-II to carry the realtime traffic. The HAI test plan consists of multiple
stages, each of increasing complexity. They are explicitly testing stream setup, bandwidth
reservation, routing, data transfer, stream modification, multicasting, and stream teardown.
Their ultimate goal is to run multiple simulation exercises over portions of the backbone to
see how well the overall system functions.

HAT Test Plan

After Doris’s presentation, the group discussed some of the details of the HAI test plan,
which included the measurement of delay variance in the network. Since a relatively low
upper delay bound was specified, group members wondered why delay variance needed to
be measured. The final answer was that the buffer space on the end systems is limited and
excessive delay variance can cause buffers to overflow. An additional discussion item was
brought up when it was mentioned that Wellfleet had developed an ST-II router for ARPA
and was going to be deploying it on the DSInet. The group wanted to know whether this
would be made generally available in Wellfleet’s routers, but the Wellfleet representative
was not certain at this point, as they had only recently been informed that their routers
would be used on the DSInet.

“Preliminary ST-II Evaluation”

The final formal presentation was made by Michael Patton of BBN on “Preliminary ST-
II Evaluation.” This talk centered around work done by the DSI Network Engineering
group at BBN under contract from ARPA. A brief overview of the DSInet was given,
including a map showing most of the sites connected to the DSInet. The DSInet has nodes
located throughout the US and as far away as Germany and Korea. It is an “around
the world network” with over fifty sites connected presently. The DSInet architecture is
built on a foundation of “Wideband Packet Switches” (BBN Butterfly’s) connected to local
BBN T/20V routers which handle routing of IP and ST-II Local systems are connected
to networks attached to the T/20V router. The testing done by BBN is being conducted
in phases. The first phase was a simple connection of two Sun workstations on separate
Ethernet’s connected via a T/20V router. A traffic generator from SRI was used to provide
the traffic and the bandwidth utilization was monitored to ensure that ST-II and IP were
each running within their allocation limits. The traffic characteristics, network design, and
end systems were changed in each phase to increase the stress on the network. Further
testing is continuing to stress the network further.
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After a minor digression about IP multicast, the group moved on to a list of possible
discussion topics. That list included:

Lack of State Transitions (14) Routing (2)

FlowSpec issues (1) Use of Class D addresses (4)
Heterogeneous FlowSpecs (1) ST-II MIB (2)

Timestamps and negotiation (0) ReverseCharge option (0)
TargetList parameter (0) Point-to-Point option (0)
Header changes (2) Full Duplex (1)

Reason Codes (1) MTTU discovery (0)
Hello/Status/Notify /Stream Data Flow (1) Source routing (0)

HID negotiation incompatibilities (4) ErroredPDU pointer (0)
Groups of Streams use (8) Use over Ethernet/subnets (0)
IP Encapsulation (1) Join/Leave Streams (6)

Transport Protocol Interaction (e.g. RTP) (4) Subset implementation (2)
Stream naming simplify (0)

From here the group started to discuss various issues. It was decided, that in spite of IETF
tradition, the group would vote on which topics people felt were most important to address,
and the preferences are listed in parentheses in the list above. It should be noted that many
topics that did not receive votes above were later discussed and it seems clear that many,
if not all, will require the attention of the working group.

Editor’s Note: A list of discussion topics which followed the vote is available via FTP or

mail server from the remote directories as /ietf/st2/st2-minutes-93nov.tzt. Refer to Section
1.2 of the proceedings for retrieval instructions.

The meeting ended with a discussion of what other people were using ST-II for. IBM
will start shipping a multimedia server (Ultimedia Server/6000) that uses ST-II to provide

realtime data delivery to clients. Other users had been mentioned previously (BBN and the
ARPA DSlInet).

On Thursday the discussion turned to finding people willing to work on various issues,
defining the scope of various problems, identifying people willing to work on writing the
Internet-Drafts and the RFC, classifying protocol issues, and identifying work that needs
to be completed prior to the Seattle IETF meeting.

State Transition and State Definition Problem

We started by discussing the State Transition and State Definition problem. Luca Delgrossi
presented the state transition diagrams developed by IBM during implementation of the
HeiTS stack. Luca agreed to make PostScript and ASCII versions of the state transition
diagrams available via anonymous FTP so that others could review them. The PostScript
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versions should be available by November 19, while the ASCII versions might take a bit
longer to create. People agreed that they needed time to study the state diagrams before

volunteering to work on updating them, so a call for participation will be done over the
mailing list.

Groups of Streams

Lou Berger discussed his ideas for the use of Groups of Streams. This could be used for
associating independent streams (to allow “channel switching” while only allocating band-
width for a small number of channels), bandwidth aggregation/sharing (for teleconferences),
subnet multicast address sharing, identifying interdependence of streams, or sending hierar-
chically encoded data in multiple grouped streams. Lou, Skip Harboth, and Sybille Schaller
from IBM in Heidelberg will look at defining Groups of Streams more fully and will then
present a proposal to the mailing list.

Join/Leave Stream

Luca presented the Join/Leave stream idea as a way to allow targets to join a stream
without having the source send a CONNECT message. This would save 1/2 RTT in the
stream setup phase and would be accomplished by having the would-be recipient send a Join
message toward the origin. As soon as the Join hit a router that was carrying the stream,
that router would send a CONNECT back to the receiver and negotiation would continue
“pormally,” with the exception that the router would be the origin for that receiver instead
of the original data sender. A second proposal was that a backward path would be created
from the would-be receiver toward the origin. This caused a lot of concern about requiring
duplicate state machines in systems to handle a reverse-connection and also because this
flows backward from the way routes are traditionally built. There was no consensus on this
idea. The group asked IBM to write this up more fully and present it to the mailing list
for discussion. After the list determines that this is (or is not) something that should be
pursued, volunteers will (or will not) be solicited.

Future Plans

The discussion moved on to who would edit and write the Internet-Drafts and the RFC.
Luca and Steve DeJarnett agreed to work on this, and Lou Berger said he would be willing
to help out. The editors plan to base the new drafts and RFC on RFC 1190, but expect
that a substantial rewrite and reorganization will be required. The editors intend to make
PostScript and ASCII text versions available for both the drafts and (hopefully) the RFC.
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Mark Pullen suggested that an interim meeting should take place in late January or early
February to work on the Internet-Draft. Mark offered to host the meeting. Most people
seemed to think this was a good idea and it will be suggested to the mailing list.

Subjects that are likely to be discussed in the near future include:

e HIDs with the possibility of removing the negotiation and just using globally-unique
identifiers at each hop instead.

o Groups of Streams, and how you might use them to aggregate streams for bandwidth
sharing and multicast address allocation.

o State Transition diagrams. Define them for the current protocol and then update
them based on changes made by the working group.

o Join/Leave streams. Further specify how this might work for receiver-initiated com-
munication.

[These minutes, while the product of discussions of the entire group, are quite possibly
biased by the thoughts and interests of the author. I've attempted to eliminate some of
that bias by asking others to review these notes but in the end they represent what I
understood to have happened at the meetings.]
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2.2.3 IP Over Large Public Data Networks (IPLPDN)

Charter

Chair(s)

George Clapp: clappQameris.ameritech.com

Mailing Lists

General Discussion: iplpdn@cnri.reston.va.us
To Subscribe: iplpdn-request@cnri.reston.va.us
Archive: ietf.cnri.reston.va.us:”/ietf-mail-archive/iplpdn/*

Description of Working Group

The IP over Large Public Data Networks Working Group will specify the oper-
ation of the TCP/IP protocol suite over Public Data Networks (PDNs) such as
SMDS, ISDN, X.25 PDNs, and Frame Relay. The working group will develop
and define algorithms for the resolution of IP addresses and for the routing of
IP datagrams over large, potentially global, public data networks.

The IP over SMDS Working Group has defined the operation of the Internet
protocols when SMDS is used to support relatively small virtual private net-
works, or Logical IP Subnets (LISs). Issues arising from public and global
connectivity were delegated to the IPLPDN Working Group.

The IPLPDN Working Group will also continue the work of the Private Data
Network Routing Working Group (PDNROUT) on X.25 PDNs. This work will
be extended to include call management and the use of the ISDN B channels
for the transport of IP datagrams.

Address resolution and routing over Frame Relay will also be discussed.

Goals and Milestones

TBD

TBD

Done

111

Address resolution of Internet addresses to SMDS E.164 addresses, to ISDN
E.164 addresses, to X.121 addresses, and to Frame Relay Data Link Connection
Identifiers (DLCIs). The algorithm(s) may be defined in either a single or in

multiple documents.

Routing of IP datagrams across very large public data networks such as SMDS

and Frame Relay.

Establish priorities and dates of completion for documents.

Internet-Drafts

“Determination of Encapsulation of Multi-protocol Datagrams in Circuit-switched

Environments”, 09/02/1993, K. Sklower <draft-ietf-iplpdn-multi-isdn-02.txt>
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“Parameter Negotiation for the Multiprotocol Interconnect”, 09/02/1993, K.
Sklower, C. Frost <draft-ietf-iplpdn-para-negotiation-02.txt>

“Management Information Base for Frame Relay DTEs”,11/12/1993, C. Brown,
F. Baker, C. Carvalho <draft-ietf-iplpdn-frmib-dte-01.txt>

“A Multilink Protocol for Synchronizing the Transmission of Multi-protocol
Datagrams.”, 09/02/1993, K. Sklower <draft-ietf-iplpdn-simple-multi-01.txt>

Request For Comments

RFC 1293
RFC 1294
RFC 1315
RFC 1356
RFC 1433
RFC 1490

“Inverse Address Resolution Protocol”

“Multiprotocol Interconnect over Frame Relay”

“Management Information Base for Ffame Relay DTEs”
“Multiprotocol Interconnect on X.25 and ISDN in the Packet Mode”
“Directed ARP”

“Multiprotocol Interconnect over Frame Relay”
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CURRENT MEETING REPORT

Reported by Caralyn Brown/Wellfleet Communications

Minutes of the IP Over Large Public Data Networks Working Group (IPLPDN)

The purpose of re-opening the IP over Large Public Data Networks Working Group (IPLPDN)
was to clean up some unresolved items, and attend to those items which have come up after
the group became inactive.

Encapsulation Determination

Keith Sklower presented a summary of the Internet-Draft he has written entitled “Determi-
nation of Encapsulation of Multi-protocol Datagrams in Circuit-switched Environments.”
The objective of this work is to define a way in which a receiving station might determine
which type of encapsulation (X.25, Frame Relay or PPP) is used on a ISDN call. This is an
issue because ISO prefers X.25, PPP is out there, and the ITU has recently included access
to a Frame Relay switch as an access feature. The document is not specific to ISDN, but
to circuit switched networks where prior configuration is not easily done.

Keith Sklower agreed to update the document to remove part of section 8, “Out of Band
Signaling,” change bit inversion parameters (“callee’s algorithm”) and remove section 10.
Keith also agreed to clean up the sections referring to Internet-Drafts.

It was agreed that this document should be published as an Informational RFC as a state-
ment of applicability for various standards. This will be done after Keith has updated the
document and circulated it to the working group (via the mailing list) for further comments.

Parameter Negotiation

Keith Sklower presented a summary of the Internet-Draft entitled “Parameter Negotiation
over Frame Relay.” The fundamental issue is to enable the negotiation of a few options in the
context of the existing RFC 1490 encapsulation and philosophy. There is a similar document
being worked in the Point-to-Point Protocol Extensions Working Group (PPPEXT) called
“PPP over Frame Relay.” This document preposes that once an NCP is negotiated, the
encapsulation changes to the PPP encapsulation with the CF NLPID identifier. Each
document presupposes different goals. Parameter negotiation defines how to add certain

negotiations to a 1490 environment, while PPP on frame relay attempts to define how to
run the entire PPP suite over frame relay.

The forwarding both documents is the fact that two implementations, one using the pa-
rameter negotiations document, and one using PPP over frame relay, might successfully
complete negotiation and then be unable to pass data due to differing data encapsulations.
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The decision was reached within the group that the parameter negotiations document would
be modified to clarify that the final data encapsulation would be as specified in RFC 1490
even after negotiations. It would also be clarified to specify that, should an implementation
decide to negotiate a protocol for which a PPP encapsulation is defined, but none is defined
within RFC 1490 (VJ compression for example), the PPP encoding would be allowed. Pro-
tocols which can be defined within the context of RFC 1490 will continue to be encapsulated
in that manner.

Status of Updates to RFC 1315

The draft for the updates to RFC 1315 has expired. Caralyn Brown has agreed to repost
it and set the wheels in motion to get it forwarded.

Routing Over Frame Relay

Since the disbanding of the original IPLPDN group, there has been much discussion about
how to run various protocols over a frame relay network; in particular DECnet over frame
relay. The group decided that there are many ways in which to run a protocol over the
frame relay network depending upon what the configuration is. Joel Halpern and Fred
Baker volunteered to write an Informational document covering experience in partial mesh
networks. The document will be posted on the mailing list and discussed there.

Inverse ARP for IPX

The group decided that the definition of InARP for IPX might better be handled by Novell.
There were several companies which already have an implementation of INARP for IPX, but
the attendees could not remember details. It was decided that the discussion would take
place off-line among those who had already implemented InARP for IPX. Caralyn Brown
agreed to be editor for a document describing a common method for IPX InARP.

Inverse ARP Extensions

During the IP over ATM discussions, it was felt that InARP was not robust enough. Specif-
ically, a requesting station could not determine whether an InARP request was lost, or the
responding station did not have an appropriate answer. It was suggested that InARP be
expanded to contain a NAK. The group did not disagree with the suggestion, but decided
that, because this problem was related to ATM’s ARP server, the IP over Asynchronous
Transfer Mode Working Group (ATM) should pursue this work.



2.2. INTERNET AREA 115

IEEE 802.5 Source Routing Over Frame Relay

Those who were most interested in this topic were not present at the meeting. It was
decided that this should be taken to the mailing list for further discussion.
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Vincent Gebes vgebes@sys.attjens.co.jp
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B.V. Jagadeesh bvj@novell.com

Jan-Olof Jemnemo jan-olof . jemnemo@farsta.trab.se
David Kaufman dek@magna.telco.com

Stev Knowles stev@ftp.com

Sundar Kuttalingam sundark@wiltel.com

William Kwan kwan@rabbit.com

Thang Lu tlul@mcimail.com
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Orly Nicklass orly@radmail.rad.co.il
Drew Perkins ddp@fore.com

David Rand dave_rand@novell.com

Allen Rochkind Allen_Rochkind@3com.com
Robert Roden roden@roden.enet.dec.com
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Chi Shue chi@casc.com

Keith Sklower sklower@cs.berkeley.edu
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2.2.4 IP Over AppleTalk (APPLEIP)
Charter
Chair(s)
John Veizades: veizades@ftp.com
Mailing Lists
General Discussion: apple-ipQapple.com
To Subscribe: apple-ip-request@apple.com
Archive:
Description of Working Group
The IP Over AppleTalk Working Group is chartered to facilitate the connection
of Apple Macintoshes to IP internets and to address the issues of distributing
AppleTalk services in an IP internet.
Goals and Milestones
Done Post an Internet-Draft the current set of protocols used to connect Macintoshes
to IP internets. »
Done Submit the AppleTalk MIB to the IESG for consideration as a Proposed Stan-

dard.

Internet-Drafts

“AppleTalk Management Information Base II”, 04/30/1993, S. Waldbusser, K.
Frisa <draft-ietf-appleip-mib2-01.txt>

“KIP AppleTalk/IP Gateway Functionality”, 07/06/1993, P. Budne <draft-
ietf-appleip-kip-gateway-00.txt, .ps>

Request For Comments

RFC 1243 “AppleTalk Management Information Base”
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2.2.5 IP Over Asynchronous Transfer Mode (ATM)

Charter

Chair(s)
Mark Laubach: laubach@hpl.hp.com

Mailing Lists
General Discussion: atm@hpl.hp.com
To Subscribe: atm-request@hpl.hp.com
Archive: Send message to atm-request@hpl.hp.com

Description of Working Group

The IP Over Asynchronous Transfer Mode Working Group will focus on the
issues involved in running internetworking protocols over Asynchronous Trans-
fer Mode (ATM) networks. The final goal for the working group is to produce
standards for the TCP/IP protocol suite and recommendations which could be
used by other internetworking protocol standards (e.g., ISO, CLNP and IEEE

802.2 Bridging).

The working group will initially develop experimental protocols for encapsu-
lation, multicasting, addressing, address resolution, call set up, and network
management to allow the operation of internetwork protocols over an ATM
network. The working group may later submit these protocols for standardiza-

tion.

The working group will not develop physical layer standards for ATM. These
are well covered in other standards groups and do not need to be addressed in

this group.

The working group will develop models of ATM internetworking architectures.
This will be used to guide the development of specific IP over ATM protocols.

The working group will also develop and maintain a list of technical unknowns
that relate to internetworking over ATM. These will be used to direct future
work of the working group or be submitted to other standards or research

groups as appropriate.

The working group will coordinate its work with other relevant standards bod-
ies (e.g., ANSI T1S1.5) to insure that it does not duplicate their work and that
its work meshes well with other activities in this area. The working group will
select among ATM protocol options (e.g., selection of an adaptation layer) and
make recommendations to the ATM standards bodies regarding the require-
ments for internetworking over ATM where the current ATM standards do not

meet the needs of internetworking.

119
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Goals and Milestones

Done First Meeting. Establish detailed goals and milestones for Working Group.

Done Post an Internet-Draft for a mechanism for IP over ATM. (Multi-Protocol In-
terconnect over ATM AALS5)

Done Submit the Multi-Protocol Interconnect over ATM AALS5 to the IESG as a
Proposed Standard.

Mar 1993  Post Internet-Draft for “Internet Requirements for ATM Signaling.”

Jul 1993  Submit “Internet Requirements for ATM Signaling” to the IESG for consider-
ation as an Informational Document.

Internet-Drafts

“Default IP MTU for use over ATM AAL5”, 11/16/1993, R. Atkinson <draft-
ietf-atm-mtu-05.txt>

“Classical IP and ARP over ATM”, 12/22/1993, M. Laubach <draft-iet{-atm-
classic-ip-06.txt>

Request For Comments

RFC 1483 “Multiprotocol Encapsulation over ATM Adaptation Layer 5”
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CURRENT MEETING REPORT

Reported by Mark Laubach/Hewlett-Packard

Minutes of the IP Over Asynchronous Transfer Mode Working Group (ATM)

The Classical Internet-Draft

The “Classical IP and ARP over ATM” (henceforth called “Classical”) Internet-Draft Last
Call closed on Monday, November 1. All issues raised during the Last Call process were
dealt with and closed. One serious technical issue was raised by Dave Sincoskie regarding
the ARP table entry timeout and n*n InARP transmission characteristics. A paragraph

change was presented and adopted by consensus at the Thursday meeting. The change is
as follows:

Under section 8.5 “ATMARP Table Aging,” replace paragraph:

Prior to aging (removing) an ATMARP table entry, all members MUST gen-
erate an InARP_REQUEST on any open virtual circuit (VC) associated with
that entry. If an InARP_REPLY is received, that table entry is updated and

not deleted. If there is no open VC associated with the table entry, the entry
is deleted.

With the following two paragraphs:

Prior to aging an ATMARP table entry, an ATMARP server MUST gener-
ate an InARP_REQUEST on any open VC associated with that entry. If an
InARP _REPLY is received, that table entry is updated and not deleted. If
there is no open VC associated with the table entry, the entry is deleted.

When an ATMARP table entry ages, an ATMARP client MUST invalidate
the table entry. If there is no open VC associated with the invalidated entry,
that entry is deleted. In the case of an invalidated entry and an open VC, the
ATMARP client must revalidate the entry prior to transmitting any non address
resolution traffic on that VC. In the case of a PVC, the client validates the
entry by transmitting an InARP_REQUEST and updating the entry on receipt
of an InARP_REPLY. In the case of an SVC, the client validates the entry by
transmitting an ARP_REQUEST to the ATMARP Server and updating the
entry on receipt of an ARP_REPLY. If a VC with an associated invalidated
ATMARP table entry is closed, that table entry is removed.

Dave Piscitello approved the change process; another Last Call is not needed. The Classical
Internet-Draft is awaiting IESG ballot.
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Routing over Large Clouds Working Group Introduction

Joel Halpern gave a presentation of the proposed charter of the Routing Over Large Clouds
Working Group (ROLC). Juha’s NBMA ARP has been moved into that working group.

Issues involved with ARPing beyond the LIS and shortcut routing, et al. for IP over ATM
are now in ROLC.

The MTU Internet-Draft

Ran Atkinson presented his Internet-Draft, “Default IP MTU for use over ATM AAL5”
(henceforth called “MTU”). There was much discussion over the use of SDU negotiation.
Dan Grossman suggested that advantage should be taken of whatever signaling support is
available and make it mandatory for SVC negotiations. The working group needs to specify
the parameters of UNT 3.0 so that interoperable implementations exist. The issue was raised
that a very clearly defined default case exists (classical model) and it is necessary to have
a clear plan of how signaling is used, for what, and what the defaults are.

A discussion of the MTU path discovery requirement took place. The question of whether
system requirements (IP systems) can be driven by requiring it in IP over ATM was raised.
Ran feels that an on/off switch is a implementation optimization; i.e., up to the implemen-
tor. Others feel that it is not the ATM Working Group’s place to require it. The group
reached the following recommendation: use the default MTU size of 9180. IP stations must
implement MTU path discovery but are not required to use it. If they do use it, the MTU
size may be adjusted, etc.

Ran will be updating the document soon. The MTU path discovery.issue is still being
debated.

Framework Document

Bob Cole led a discussion of the framework document. Joel Halpern led a short presentation
on TUNIC and TULIP. Discussion was plentiful on all issues. Bob will be seeking volunteers
for help with a new version. The working group chair hopes that this document can be

turned into a planning guide for the working group. Discussions will continue on the mailing
list.

Security and Reliability

Bryan Lyles presented a brief introduction of security issues with regards to IP over ATM,
in that a firewall-level mechanism is needed that allows certain streams to go through a
firewall. Also, as trends will want to multiplex a VC higher in the protocol stack (e.g., TCP
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ports, or higher) reliability of the VC must be understood. A reliable peer protocol cannot
be replaced with an unreliable VC. These issues were presented to the working group as a
consideration of areas that might be worked on in the future.

Wrap Up

The group hosted other discussions on source address, the non-optimal behavior of InARP,
selectors and multiple LIS’s, application binding, and Q.93B parameters.

There was not enough time to complete discussion on the issue of IP over the ATM Forum’s
LAN Emulation specification.

Action items for the group are:

e Ran and Bob each incorporate comments from the meeting into their respective doc-
uments.

e Dan Grossman, Mike Goguen, and George Swallow are forming a small design team
to generate an Informational document on how to use the UNI 3.0 for IP over ATM.
Sufficient information will be presented to enable consistent implementations but not
to duplicate ATM Forum specifications.

e Bryan Lyles and Drew Perkins will collaborate on a draft statement for the framework
document on possible methods of supporting IP multicast.

e Andy Malis will follow through on the multiple VC thrashing issue and will generate
consensus.
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2.2.6 Point-to-Point Protocol Extensions (PPPEXT)

Charter

Chair(s)
Fred Baker: fbaker@acc.com

Mailing Lists
General Discussion: ietf-pppQucdavis.edu

To Subscribe: ietf-ppp-request@ucdavis.edu
Archive:

Description of Working Group

The Point-to-Point Protocol (PPP) was designed to encapsulate multiple proto-
cols. IP was the only network layer protocol defined in the original documents.
The working group is defining the use of other network layer protocols and
options for PPP. The group will define the use of protocols including: bridg-
ing, ISO, DECNET (Phase IV and V), XNS, and others. In addition it will

define new PPP options for the existing protocol definitions, such as stronger
authentication and encryption methods.

Goals and Milestones
None specified

Internet-Drafts

“PPP LCP Extensions”, 09/07/1993, W. Simpson <draft-ietf-pppext-lcpext-
04.txt>

“PPP over ISDN”, 10/14/1993, W. Simpson <draft-ietf-pppext-isdn-03.txt>

“PPP in Frame Relay”, 10/07/1993, W. Simpson <draft-ietf-pppext-frame-
relay-02.txt>

“PPP over SONET/SDH”, 09/22/1993, W. Simpson <draft-ietf-pppext-sonet-
01.txt> .

“PPP in X.25”,10/07/1993, W. Simpson <draft-ietf-pppext-x25-02.txt>

“PPP Bridging Control Protocol (BCP)”, 11/12/1993, F. Baker, R. Bowen
< draft-ietf-pppext-for-bridging-02.txt>

“The PPP Multilink Control Protocol (MCP)”, 11/22/1993, K. Sklower, D.
Carr <draft-ietf-pppext-multilink-04.txt>

“The PPP NetBIOS Frames Control Protocol (NBFCP)”,12/21/1993, T. Dim-
itri <draft-ietf-pppext-netbios-fcp-03.txt>
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“PPP Reliable Transmission”, 10/06/1993, D. Rand <draft-ietf-pppext-reliable-
00.txt>

“PPP Stacker LZS Compression Protocol”, 10/20/1993, R. Lutz <draft-ietf-
pppext-stacker-00.txt>

“The PPP Compression Control Protocol (CCP)”,12/22/1993,D. Rand <draft-
ietf-pppext-compression-03.txt>

“PPP Gandalf FZA Compression Protocol”, 10/26/1993, D. Carr <draft-ietf-
pppext-gandalf-00.txt>

“PPP Hewlett-Packard Packet-by-Packet Compression (HP PPC) Protocol”,
10/29/1993, J. Petty <draft-ietf-pppext-hpppc-00.txt>

“PPP Predictor Compression Protocol”, 12/15/1993, D. Rand <draft-ietf-
pppext-predictor-00.txt>

Request For Comments

RFC 1220 “Point-to-Point Protocol Extensions for Bridging”

RFC 1331 “The Point-to-Point Protocol (PPP) for the Transmission of Multi-protocol
Datagrams over Point-to-Point Links”

RFC 1332 “The PPP Internet Protocol Control Protocol (IPCP)”

RFC 1333 “PPP Link Quality Monitoring”

RFC 1334 “PPP Authentication Protocols”

RFC 1376  “The PPP DECnet Phase IV Control Protocol (DNCP)”
RFC 1377 “The PPP OSI Network Layer Control Protocol (OSINLCP)”
RFC 1378 “The PPP AppleTalk Control Protocol (ATCP)”

RFC 1471 “The Definitions of Managed Objects for the Link Control Protocol of the
Point-to-Point Protocol”

RFC 1472  “The Definitions of Managed Objects for the Security Protocols of the Point-
to-Point Protocol”

RFC 1473  “The Definitions of Managed Objects for the IP Network Control Protocol of
the Point-to-Point Protocol”

RFC 1474  “The Definitions of Managed Objects for the Bridge Network Control Protocol
of the Point-to-Point Protocol”

RFC 1547 “Requirements for an Internet Standard Point-to-Point Protocol”

RFC 1548 “The Point-to-Point Protocol (PPP)”
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RFC 1549 “PPP in HDLC Framing”
RFC 1552 “The PPP Internetwork Packet Exchange Control Protocol (IPXCP)”
RFC 1553 “Compressing IPX Headers Over WAN Media (CIPX)”
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CURRENT MEETING REPORT

Reported by Fred Baker/ACC
Minutes of the Point-to-Point Protocol Extensions Working Group (PPPEXT)

Two documents were referred, without discussion, to the IESG for consideration as Proposed
Standards.

o “PPP over ISDN” (draft-ietf-pppext-isdn-03.txt)
o “PPP over SONETE/SDH” (draft-ietf-pppext-sonet-01.txt)

The following Drafts generated quite a bit of discussion. Editor’s Note: Details of the discus-
sion are available via FTP or mail server from the remote directories as /ietf/pppext/pppext-
minutes-93nov.tzt. Refer to Section 1.2 of the proceedings for retrieval instructions.

e “PPP over X.25” (draft-ietf-pppext-x25-02.txt)

There was some discussion on whether certain language should .be changed in the
document. It was decided that no revisions were required and the document will be
recommended to the IESG for consideration as a Proposed Standard.

e “PPP in Frame Relay” (draft-ietf-pppext-frame-relay-02.txt)

The discussion of the Frame Relay document led to a recommendation that a new
sentence would clarify the requirement that a system re-negotiate if it sees an encap-
sulation it was not expecting. Several options were proposed and the one favored by
the largest number of attendees was Option 2, “If the negotiations are performed on
a medium that has a default encapsulation, default to the media’s preferred encap-
sulation type. Provide an LCP option to go back to PPP (0xCF) encapsulation.”

Given this option, it is recommended that the single sentence be added to draft-ietf-
pppext-frame-relay-02.txt, and the resulting draft-ietf-pppext-frame-relay-03.txt be
considered by the IESG as a Proposed Standard.

The obvious place to put this option is “PPP LCP Extensions” (draft-ietf-pppext-lcpext-
04.txt), but it contains other work that has been waiting and needs to be moved forward.
Therefore, the recommendation is that draft-ietf-pppext-lcpext-04.txt be considered by the
IESG as a Proposed Standard, and another document will be drawn up describing the LCP
option for negotiation of encapsulations.

[A note from the PPPEXT Chair: It is not clear that the group reached an
effective consensus concerning the default encapsulation, or that this consensus
represents the many members of the PPP Working Group who were not in the
meeting. It was stated clearly and unanimously conceded in the meeting that
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the indeterminate interaction with RFC 1490 systems is only of concern if the
default data encapsulation is 1490-style; if the negotiation results in the use
of the PPP encapsulation, and given the renegotiation on receipt of the other
encapsulation, there is no ambiguity. The members of IPLPDN present in the
meeting stated that they found the ambiguity acceptable because it enabled
them to not change their micro code for their routers, to which the counter-
argument was made that to continue using the 1490 encapsulation they need
only not negotiate the indicated NCP. The chair observes that there is also a
backward compatibility issue; by the time the working group agrees on the LCP
option and publishes a document, there will assuredly be compliant PPP/Frame
Relay implementations fielded, which will be using the 0xCF data encapsulation
it recommends. The chair also notes, without prompting from the members of
the working group, that it is as easy for one political camp to negotiate the
option as it is for the other, so the argument that the default must be to use
1490 encapsulation after the NCP has been negotiated appears weak. The chair
further notes that the PPP encapsulation inside a compressed or multi-link data
stream is (by specification) the PPP encapsulation without any address/control
field, requiring Frame Relay system to recognize the encapsulation anyway if
they use the PPP features that they wish to import.

The chair notes that he has sought throughout this debate to mediate a strong
disagreement between two working groups, and give each what they wish out
of it. The objective facts seem to suggest that the LCP option should negotiate
the use of a non-PPP encapsulation after the negotiation of the NCP, as the
use of the PPP encapsulation is provably correct and the other—a point freely
admitted by the proponents of the other position—is not. This is the most

important attribute of all, and should, in his opinion, drive the debate to its
conclusion. '

The chair’s recommendation (to be freely and spiritedly debated by all who
wish) is that the document describing the option should be drawn up by Bill
Simpson, indicating that the default encapsulation is the provably correct PPP
encapsulation, but that the other is negotiable. The updated PPP/Frame Re-
lay document and the document describing this LCP option should become
Proposed Standards together.]

Day 2 - Further Document Review

Dave Rand presented the “PPP Reliable Transmission” document, (draft-ietf-pppext-reliable-

00.txt). After some discussion, the document was recommended for consideration by the
IESG as a Proposed Standard.

Dave also presented “The PPP Compression Control Protocol (CCP)”, (draft-ietf-pppext-
compression-01.txt). Numerous changes were recommended by the working group, sepa-
rating the “Predictor” algorithm into a separate document, and modifying the structure
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of the CCP options. These will be edited into a new draft, which will be posted in the

Internet-Drafts directory for discussion. It is anticipated that this work can be sent to the
IESG before year end.

Rich Bowen then presented the updated “PPP Bridging Control Protocol (BCP)” document

(draft-ietf-pppext-for-bridging-01.txt). Minor revisions were suggested. It is anticipated
that this will go to the IESG by year end.

Thomas Dimitri presented his NETBEUI/PPP proposal, “The PPP NetBIOS Frames Con-
trol Protocol (NBFCP)” (draft-ietf-pppext-netbios-fcp-00.txt). This was cut short due to
time constraints and will be taken to the list.

Keith Sklower discussed “The PPP Multilink Control Protocol (MCP)” (draft-ietf-pppext-
multilink-02.txt), that he had mailed to the list just before the IETF meeting. This dis-
cussion continued with key players during lunch. He will post the draft (draft-ietf-pppext-

multilink-03.txt) for discussion; it is anticipated that this work will be ready for IESG
consideration by year end.

The chair had planned to discuss the plan for the PPPEXT Working Group for the coming
two years, but was unable to do so due to lack of time. This matter will be taken to the

list.

Attendees

Andy Adams
James Allard
Fred Baker
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Caralyn Brown
Steve Buchko
David Carr
Cheng Chen
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Robert Downs
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Point to Point Working Group

Fred Baker, Chair

Let's move on these

o PPP/ISDN pppext-isdn-03.txt -> Proposed
¢ PPP/X.25 pppext-x25-02.txt -> Proposed
 PPP/SONET pppext-sonet-Oltxt ->Proposed

o PPP/FR pppext-frame-relay-02.txt ->Proposed

In the IESG's In Basket Now

o LCP Extensions pppext-lcpext-04.txt -> Proposed

PPP/FR pppext-frame-relay-02.txt ->
Proposed

« Interaction with RFC 1490 is indeterminate in some
failure cases

« To make it determinate, add a sentence clarifying that
receipt of a data frame in the wrong encapsulation forces
a renegotiation of LCP

¢ New option to the LCP Extensions document

New option to the LCP Extensions
document

« select data protocol encapsulation
« default is "native” encapsulation for interface type
« Frame Relay uses 1490 as “native”
¢ X.25 uses RFC 1356 encapsulation as "native”
» HDLC and Asynchronous links have no alternative, use PPP
encapsulation
+ option may negotiate use of PPP alternative
encapsulation

Current Work

Reliable PPP Links

PPP Message Compression
* Bridging On PPP

¢ NETBEUI On PPP
Multiple PPP Links

L]
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Reliable PPP Links
pppext-reliable-00.txt, Dave Rand, Novell

Changes Address/Control to Numbered Mode (LAPB)
LCP Configuration Option:
¢ Window, Address
Does not recommend ISO Multilink
* LAPB Parameter defaults
Implementations of PPP/LAPB

L]

Implementations of PPP/LAPB

. 3CQM
¢ Novell
« Gandalf

PPP Message Compression
pppext-compression-01.txt, Dave Rand, Novell

 Compression Algorithms Documented
¢ Issues in Compression Document

¢ Resolutions

Compression Algorithms Documented

« pppext-gandalf-00.txt (FZA)
+ pppext-hpppc-00.txt (HP Compression)
* pppext-stacker-00.txt (Stac Compression)
* Others being defined

* Microsoft

¢ UNIX Compress

Issues in Compression Document
comments on the list

¢ Option Numbering and Structure
¢ Behavior of Reject

¢ Behavior of NAK

¢ Predictor Compression Algorithm

Resolutions

* separate "predictor” into a separate document

* negotiate "I will keep no history™

o text regarding licensing decompression.

* code for LZW decompressor in main CCP document?
* option format

* sequence of configuration messages
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option format

« standard algorithms have an option type per algorithm
(1..254)

« encoding of option is type/length/value

« one option for all OUIs, essentially = current #2, 0->type
¢ 255 is undefined

« encoding of sub-options is type/length/value

+ list OUI options separately, follow 1331 procedure

sequence of configuration messages

o receiver offers acceptable encodings
¢ reject case

o sender rejects a subset of those

« receiver offers ONE encoding among those that remain
¢ iflcandoall:

« ACK accepts first algorithm listed

Bridging On PPP
pppext-for-bridging-01.txt, Rich Bowen, IBM

¢ Updates text in document
e Changes to options

Updates text in document

* Explanatory text of Source Routing updated
 Sample code moved to an appendix

Changes to options

« Existing Options Clarified/ Updated
¢ MAC-Address Negotiation
* Spanning-Tree-Protocol Negotiation

Existing Options Clarified/Updated

« Clarified Source Routing Text
¢ MAC-Support
« Option negotiation procedure per RFC 1334
¢ Tinygram-Compression
¢ no change
+ LAN-Identification

* no change, but much additional text courtesy Network Systems
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Clarified Source Routing Text

Bridge-Identification (half bridge model)
Line-Identification (whole bridge model)
default is line-identified

« in half bridge, sender modifies RIF

MAC-Address Negotiation

« define or announce my MAC Address on this interface

Spanning-Tree-Protocol Negotiation

NETBEUI On PPP
pppext-netbios-fcp-01.txt, Thomas Dimitri,

Microsoft

+ 802.1(d) BPDU

< 802.1(g) BPDU

« IBMBPDU

« DECSTP
Multlglle PPP L New Draft

pppext- ultzlmk—OZ txt Ketth Sklower, UC
Berkeley
* removes:

¢ New Draft

¢ Remaining issues

« reset-on-loss
» maximum-completed-received-sequence
* retain the sequenced-delivery option.

+ drop Maximum Receive Reconstructed Unit option?
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inine i Way Forward )
Remaining issues Objéctive: Bring all work to Full Standard inside
two years
* Link Control Protocol
¢ Security
« IPCP
* if LAPB is underneath, may have out of sequence packets * Bridging
one could send ¢ Novell IPX
e therefore allow labelled resequenced packets o AppleTalk RFC1378
¢ OSI RFC1377
+ DECNET RFC1376
Link Control Protocol Security
Bill Simpson Bill Simpson
e HDLC Framing
O Revision of RFC 1331
0 Draft Standard
 LCPOO -
O Revision of RFC 1331 * Authentication
O DratStandard 0 RFC1334
¢ LOMORFC 1333
* MIBO RFC 1471
IPCP Bridging
Glenn McGreggor, Lloyd & Associates Rich Bowen, IBM
¢ Document « Document
« MIBO (RFC 1474)
o updates to RFC? Usage Document?
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Novell IPX
Mark Lewis, Telebit

o IPXWAN - Novell NCP
O Informational

e IPXCP -IPXNCP
O Awaiting RFC #

* CIPX - Compressed IPX
O Awaiting RFC #

AppleTalk RFC 1378
Brad Parker

* Brad indicated that there were some changes he wanted

to make

0OSl1 RFC 1377
Dave Katz, Cisco

¢ implementations include at least:
 Cisco
* 3COM
¢ Wellfleet

DECNET RFC 1376
Steve Senum, Network Systems

¢ implementations include at least:
* Cisco
* 3COM
e Wellfleet
¢ ACC
¢ Network Systems
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NBF CP

¢ NBF CP is the PPP Control Protocol
for the NBF and NetBEUI NetBIOS
protocols.

> Negotiates Addition of NetBIOS Names
> Negotiates Multicast-Filtering
» Provides Peer Information

A PPP NetBIOS
Architecture

NotBIOS Gateway
Application
NetBIOS Interfn NetBIOS

I 1)\

NT's §iBF or NT's NBF or TCMIP

WIW'} NetBEWL WIW'{ NetB lk”“
) &

PP } ! pee, | [‘I.Aﬂ l.

REMOTE NT or

WINDOWS CLIENT pep

How NetBIOS Names
Are Addded

How NBF CP Negotiates
NetBIOS Name Additions

. rPPmmthn&n-‘mNﬂlo‘m“

Network NetBIOS . mmumn-—mmm-n--wu
Redirector Application -mmmuw.n-nq-um—.uum
Add waique and grovp
NotBI08 Nasmes t0 e + 1f the remote PPP poer attempts 9 844 NetBIOS nsmes, the NetBIOS nome
Netwerk mmm-hmwmﬁzwhm
NetBIOS Interfacs . Miyﬁhlﬂubn—hm"'u‘hhnﬂ.hbdm
wu,mmanmnmaw
h Some NetBIOS Fiaa! Retura Codes whea adding NetBIOS sames
Q0H Good return
NBF or NetBEUL 0H  favatid Neme
. QDH Duplicate nasse in local name tabie
T O0EH Name table ls full
:Ih-u:rﬂulm!n. :vu-g:;mxos aame 1SH Name sot o qr 801
that 0o ether computer has that 8¢ other computer has ;f: :‘:““‘:;"-""‘."
this se snique or group Beme this as & unique name by dreedcasting terface
the name addition the aeme sddition on the network 3H  Too many commends outstnading
the network. IsH Reserve name specified

What Else NBF CP Negotiates

Peer Information - Largely used for Informational purposss ealy.
This fleld is sdvisory in mature and will be most
likely be used for User Laterface or Logging purposes.
« Peer Class (Gateway, Bridgs, Clieat ealy)
+ Peer Versioa Number
«+ Peer Name (NetBIOS unique mechine aame)
Multicast-Filtering - Used to define the handling of multicast packats.
« Multicast-Forward-Period - Used to filter multicast traffic.

Everytime a computer attempts to 86d 8 NetB1OS nams or sends 8
or group datagr . peckat will be sent.

+ Priority - If the remote peer cannot saiss any mutticast packets because
it uses apps which use tagr {or otber multicast packets)
this feature can be used (o set the multicast peckst priority high.
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2.2.7 Router Requirements (RREQ)
Charter

Chair(s)
Philip Almquist: almquist@jessica.stanford.edu

Mailing Lists
General Discussion: ietf-rreq@Jessica.Stanford.edu

To Subscribe: ietf-rreq-request@Jessica.Stanford.edu
Archive:

Description of Working Group

The Router Requirements Working Group has the goal of rewriting the existing
Router Requirements RFC, RFC 1009, and a) bringing it up to the organiza-
tional and requirement explicitness levels of the Host Requirements RFCs, as
well as b) including references to more recent work, such as OSPF and BGP.

The working group will also instigate, review, or (if appropriate) produce ad-
ditional RFCs on related topics. To date, group members have produced draft
documents discussing the operation of routers which are in multiple routing
domains (3 papers), TOS, and a routing table MIB.

The purposes of this project include:

- Defining what an IP router does in sufficient detail that routers from different
vendors are truly interoperable.

- Providing guidance to vendors, implementors, and purchasers of IP routers.

The working group has decided that, unlike RFC 1009, the Router Require-
ments document should not discuss link layer protocols or address resolution.
Instead, those topics should be covered in a separate Link Layer Requirements
document, applicable to hosts as well as routers. Whether this group will create
the Link Layer Requirements document is still to be determined.

Goals and Milestones

Done First Internet-Draft version.
Done Second Internet-Draft version.
Done Third Internet-Draft version.
Done Fourth Internet-Draft version.

Oct 1991 Final Internet-Draft version.

Nov 1991  Submission for Proposed Standard.
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Internet-Drafts

“Requirements for [P Routers”, 01/03/1994, F. Kastenholz <draft-ietf-rreq-
iprouters-require-00.txt>

Request For Comments

RFC 1349 “Type of Service in the Internet Protocol Suite”
RFC 1354  “IP Forwarding Table MIB”
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2.3 IP: Next Generation Area

Directors:

e Scott Bradner: sob@harvard.edu
e Allison Mankin: mankin@cmf .nrl.navy.mil

Area Summary reported by Allison Mankin/NRL

The IPNG Area co-Directors gave a plenary presentation on their plan for the IPng decision
process and introduced the IPng directorate.

Frank Solensky gave an introduction to the ALE BOF and the three IPng proposals gave
status reports during the IPng plenary session; Peter Ford gave a status report on TUBA,

Steve Deering gave an overview of SIPP, and Rob Ullmann gave an overview of TP /IX (also
known as CATNIP).

Address Lifetime Expectations BOF (ALE)

Phill Gross gave an update to the presentation he and Dennis Ferguson prepared for INET
’93 describing the growth of the Internet (in terms of both assigned addresses and connected
networks) and presented some recommendations for increasing the efficiency of how IP
addresses are deployed. A lively discussion ensued.

The working group will be formed, combining resources with CIDR deployment. The em-
phasis will be on the measurement and projections, evaluating the potential impact of
recommendations rather than formulating recommendations itself.

There is also a pressing need to collect more information; all known projections are based
on incomplete data.

P. Internet Protocol Working Group (PIP) and Slmple Internet Protocol
Working Group (SIP)

The PIP and SIP Working Groups have combined their efforts and the working groups will
be merged into a new working group called Simple Internet Protocol Plus (SIPP). The two

working groups met in two combined sessions co-chaired by Steve Deering, Paul Francis,
and Bob Hinden.

At the first session Steve Deering presented an overview of the SIP/PIP Merger. This
included the motivation behind the merger, benefits of the merger, and described the new
features of SIPP. The purpose of the merger is to keep the simplicity and transition features
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of SIP and to benefit from the advanced routing capabilities of Pip—while making them
easier to use and to understand.

Following this Paul Francis presented the SIPP routing and addressing. This included a
description of address sequences and how they are used for mobility, provider selection,
and extended addressing. Ramesh Govindan presented detailed examples of these usages
of SIPP address sequences.

A overview of the new IPAE draft was given by Bob Gilligan. He gave a short overview of
IPAE, and discussed and resolved several open issues.

Bill Simpson presented the current state of his work on SIPP neighbor discovery. It focuses
on a “where are you” and “I am Here” functions with optional extensions for additional
functionality.

During the second session Rob Coltun presented his proposal for a version of OSPF for
SIPP. The group concluded that he should focus on just extending OSPF to support 64-bit
addresses and defer the work to add additional levels of hierarchy. The latter work should
be presented to the Open Shortest Path First IGP Working Group (OSPF).

Sue Thompson presented her proposal for DNS changes to support SIPP. The group con-
cluded that this was the correct approach for SIPP DNS records.

Jim Bound presented his thoughts on the changes required to the Dynamic Host Config-
uration Protocol. There was an extended discussion which resulted in general agreement
that auto configuration was a key part of any IPng.

Paul Francis presented a proposal for provider based address assignment. After an inter-
esting discussion, the group agreed to proceed with this approach.

TCP/UDP Over CLNP-Addressed Networks Working Group (TUBA)

Dave Marlow reported that the CLNP Multicast work has made progress in ISO. Changes
exist in addressing, CLNP, ES-IS and the network service definition. Group addressing is a
full standard, other changes are in ballot at this time.

Ross Callon discussed the revised NSAP Addressing Guidelines document and took an
action item to make the document somewhat less “backbone-centric.”

CLNP mobility was discussed. Mark Knopper briefly described CDPD, a specification
for cellular mobile data service from a consortium of cellular carriers. It uses CLNP as the
primary protocol, and provides IP service using IP-over-CLNP encapsulation. The mobility
protocol is similar to ongoing work in the IP Routing for Wireless/Mobile Hosts Working
Group (MOBILEIP). The group discussed whether or not it should be proactive, or wait
for the MOBILEIP Working Group to settle. Yakov Rekhter and Dave Piscitello agreed to
recast the mobile IP document in terms of CLNP and publish it as an Internet-Draft.
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Yakov Rekhter described his work on a method for transparently adding options to CLNP.
It codes which options are required to be processed by routers and/or hosts, even when

the option is otherwise unrecognized. He also described work on strong versus weak QoS
forwarding,.

Dave Katz spoke about the outcome of the Extensions to OSI for use in the Internet BOF
(OSIEXTND) that was held in Amsterdam. The net effect of IESG policies is that the work
will progress within the TUBA Working Group. Dave Katz then presented an extension
to the standard dynamic NSAP address assignment function, which would allow the end
system to suggest a system ID for itself.

Peter Ford presented his draft document on the Dual Stack Transition plan. It is an “inside
out” approach that begins with infrastructure deployment. It was pointed out that this
transition framework needs to be completed as soon as possible.

TCP/UDP Over CLNP-Addressed Networks Working Group (TUBA) and
TP /IX Working Group (TPIX)

The TUBA Working Group met in joint session with the the TPIX Working Group. TPIX
then continued on to a separate session in the same room.

Robert Ullmann presented his new proposal Common Architecture For The New Internet
(CATNIP). The new proposal is based on RFC 1475. CATNIP is designed to use header
compression by including a flow cache ID or ”handle” in its header. It also uses a NSAP
style of addressing. The joint meeting was held to explore commonality between CATNIP
and TUBA proposals.

The group came up with the following list of milestones:

o Submit the CATNIP proposal as an Internet-Draft
¢ Rewrite the TPIX Working Group charter to realign it with the new proposal
o Possibly rename the TPIX Working Group to the CATNIP Working Group
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CURRENT MEETING REPORT

Reported by Frank Solensky/FTP Software, Inc.

Minutes of the Address Lifetime Expectations BOF (ALE)

Phill Gross gave an updated version of the presentation he and Dennis Ferguson prepared for
INET ’93. It included an extensive analysis and projections of the growth of the Internet
and also provided an estimate on how efficiently IP addresses were being assigned. The
presentation concluded with several ideas on how the address space utilization could be
improved after CIDR has been deployed:

¢ Reclaiming IP network numbers which are assigned but not connected to the Internet.

e Tougher address assignment policies.

¢ Encouraging connected networks to renumber into a smaller portion of either their
assigned net number (freeing up the rest of that net number for reassignment) or
within their provider’s range of addresses (removing the need to announce the original
net number between providers).

The ensuing discussion was invaluable for setting the direction of the ongoing analysis.
Some of the points that came out of that discussion were:

o A better feel is needed for the accuracy of the data that has been collected thus far.
For example, it was discovered during the discussion that some of the regional carriers
have not been reporting IP address assignments back to the NIC since there was not
any place on their templates to provide this information.

o The IP address assignment and routing table size problems must be kept separate
from each other at all times. These are two different problems that have different
factors driving them.

e It is necessary to carefully avoid combining the data collected under different policy
ranges into a single trend line.

¢ Any graph produced that extends a trend line into the future must always carry the
caveat that it is based on historic information. It cannot be predicted how future
technologies or applications might further impact the growth of the Internet.

¢ Routing table statistics should be collected from a wider variety of sources, since the
Internet can no longer be thought of as having a single backbone.
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o It is necessary to evaluate and gather data about the impact (e.g. cost, expected

gains) of any policy changes before the group makes specific recommendations.

o All of the providers must buy into any recommendations made that affect them.
For example, if most but not all network providers suggest renumbering to their
customers, the entire benefit could be lost if one “bad guy” provider decides to get

new customers by allowing them to connect using their old numbers.

Frank Solensky also presented some of his more recent findings on the effect of CIDR on the
routing table size (this also appeared in Tony Li’s technical presentation on ‘CIDR Status’
earlier in the day) and the trend lines for the proportion of the total address space that
announced Class B and Class C net numbers consume. He also cautioned that the switch
from announcing single Class B to multiple Class C network numbers has occurred too
recently for the trend line to be considered reliable.

The creation of the ALE Working Group charter was deferred as an action for the mailing

list. Discussions are now wrapping up and the charter should be completed shortly.
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LOOKING MORE CLOSELY AT THE DATA

We need a better understanding of how the
IP address space ks being utilized, eg,

« What is percert of total address space
assigned?

* How much Is “connected" to the internet
(le, IP reachable)?

« How efficiently is I being utiiized?

« What is the average “host density” per
assigned network?

* What is the current growth rate?

* How has growth rate changed over time?

* How can assignment policies affect the
growth rate?

We should be looking for how much room we
have for growth, and be very careful about

projecting timeframes.

Projections are still an important tool, but we

need to be mindful that projections are onty
accurate if there is no change in the current

growth rates!

WHAT PARAMETERS CONTROL GROWTH?

s reaily hosts that we want 10 allow © grow. In fact, ane could
argue fatitis host growth hat is the free variable and that the

b rcs grow date host growth.
Therelore, lels tock at some of e parameters hat canelitile
hoet growth.

s simpie 10 caiculate the maxim ber of hosts, H, that
the IP number space could date (from a weighted

son of the total olclass A, B, and C netwosks).
H 3 l p aflect the actual number hat we
wii soe in he Intermet.

ﬁmaﬂyhommnuhm'bmcodcndwmbbn
otal hosts we s0¢ in the inlemet S0, the tal host number must
be adjueted by the p ge of sssigned ke, @.

Next, only the that are ctad 1o he & 9.
regietered in the NSFnet palicy routing database, contribute 1o the
Ol hosts we see in the inlemet Therefore, the tolal hoet
number muet be adjusied by the percentage of assigned
networks hat are in the PRDB, ¢c.

Finally, we need 10 coneider he efficiency of uliization of the
network numbers. 50 far, we've only taked about network
numbers. Now we must multiple by an average percentage host
utiization, @, of the oned, od ks © reach he
oial number of hosts in the intemet.

The result is the ilowing expression
&_intemet hosts = H*a *c‘e

We wil now take a look at the various data we have available, wmth
@oal of getting a for those p. . espocially their
rate of growth and how to contral hem.
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OVERVIEW OF THE GRAPHS

1. “Division of ¥ Address Space” — Mostof you siready understand
the information on this slide, butis sill slweys 1 me 1 oo
how much spece we have left in unused Class A's. (p.13)

2. “Growth of the NSFnet Policy Rouling Delsbass™ ~ Going beck
oven 1o Apanet and Milnet deys, we've efen locked at the rouling tables
© geta foel for intemet growth. But, that is not neerdy the whole story,
and we need © ook at he data in oher ways for & belter understanding.
.1

3. “Calegodies of Addesss Utlization” — 1P addrosses are assigned
and used in vedous categories. The next alide gives & more detalied
dobnition of hose categosies. The chart shows the growth in those

Even Sis is not ine-grained encugh, hough. We need ©
ook at e growth of individusl address classes, boh by dlase and by
cassless percentngee. (p.15)

The next theee charts look at growth by network address class.
4. “Clase B and Clase C Assignments® ~ This chast shows growth
In eady 1962, in which C assig . b and 8 asel nis

dlow down. mmmumuwﬁnw&-
became etricter. (p.16)

S. “Clase B and C Growth for Assigned and Configured” -~

Extends e previous chart by adding the dela for growth in Class 8
and C “Conligured” nels.  Nolios that, in earty 1962, roughly st the
came knoe as sbove, the number of C's in e NSFnet PRDS overtakes
e B's for the first ime. This chartis & good example of the need o
Include giobel deta. i we really want © understand the growh in actual
wdhm“kghn”uhmﬂiﬂlm
need © indude giobal data (e.g., RIPE). (.17)

*CATEGORIES® OF ADDRESS UTILIZATION

o °NIC Biock Alocatons® — The IP address epace is administered by
GS1 NIC, under guidancs from IANA. The NIC parcele out “Block

Alocations® and delegates sty 10 regional add
authoriées, which make both individual addn g s and further
jegatons of block allocel (Source of data on “Block Allocalions™:

GS1 NIC)

o “individual Address Assighmenis” — Regional address authories
(.aave.mmmuuouncmmu
individud ok numb ignments 15 end vesrs from thelr “Block

°. Al delegated add authonSes must 8gres 10 seport ol

assigranents badk © the NIC. The quality of the NIC deta depends on

timely and reliabie reporing. (mumwmenw
assignmentsc GSI NIC)

. mwhnmmmm - e US, Mot
administers routing 1or the NSFnet. In order (0 enter network mmmbers
In e NSFnet routing inbles, users regisier with Mert. These network
numbers are first entered into the NSFnet Pollcy Rouling database
(PRDB). Meodit rofers 10 these as he “configured” networks. There ls
M.mummmmmwhum
routing mbles. For this and the next category, we need 10 understand
how oher globel data can be induded. (Source of “Configured” PROS
dain: Medd

o *Announced” in NSFnet Roulng Tables — At eome point, the
Sgured” network numbers will etart showing up in e NSFnet

fouting tables (usually leamed via routing protocole). Merit now tracks
the size and contents of the rouling tsbies on & routine dally besie.
Thete le a fair amount of dey-to-day fuctuslion in he ackuel routing
tables. Merit has been tradking the d" rice for about the
lastyear. Thée ie an exampie of new Facking dus 10 new demands.
(Source: Mert)

Albneats

OVERVIEW OF THE GRAPHS (CONT)
s — Comolet

6. “Growh in NSFnet ‘Configured” and ‘A d" N P ]
the bour of iooking st he different categordies of address ulliization by address
class, this chart shows the NSFnet “coné d" and “ d “
wmmnqtuto.ooowgm.m1mm
there is an agpraximate 4.5 manth lag between the tme that e PRDB maches
@ codtain size and he tme that he ackusl 1outing eble reaches the same size.
Notice aiso that he ratio of “configured” © d vis has ained
roughly around 1.4. (p.18)

The next three charts 100k at growth classiessly.

7. “Percentage of IP Address Space Assigned” — Dennis Fergusan Gret
suggested looking at the aseigr s a8 & p t ullization of the address
epace. | read his email 1o Big-intemet on e weekend belore INET. and |
added a version of this elide. This chart shows the total percent assignment
of the address space, plus the contribution of sech address class. Nolos the
very large percentage taken by A'sl  Aleo, noice he very smal perosniage
contiibuted by C's, even though C's now account fof & very large number of
the o signed. This & strales 10 me how much better we could
utliize the address space i we used i dlassiessly. It aleo Msils me we should
try 10 reclaim same of those A'sl (p.19)

8. P tage of IP Add Space Conigured in the NSFnet PRDB" — This
chast usee the same approach as the last chart, but it ooks at the percentage
of IP address space now in the NSFnet PRDB. (p.20)

9. “Comparieon of IP Address Space P age Aseigned and Confgured
in PRO8® — This chart simply compares the results from $he previous two
chars. (p21) .

10. “Host Growth (Measured by SRi-Zone)® -~ Mark Lotior, bless him, hes
been messuring host growth for years, and now we nd how valuabie his
work is. Looking at the data for the last 12 monthe show exponental growth
with a doubling ime of roughly every 14 months. (p.22)

OVERVIEW OF THE GRAPHS (CONT)

11. *Percent Host Usiization of Addresses in the NSFnet Routing Tables” -~
This chart atlempts 1 show the host deneity of the current intemet networks.
R uses the SAZone host measurements and the Merit address class
breakdown for the PRDS “configured” nete. Aleo, we obeerve that (because
A's are 80000 big) e percentage uliization of the B and C nets le probably
doser 10 the way kilks ally Ltili2e their dcs. Thie le the value we wil
use in our laler analyses. This chait needs some more refnement - k should
use the add cdase b of the * d” nets (L.e., he nets.
actualy in e rouling tabie st the ¥me thet the SRI-Zone measurements
were made), it should use the giobal “announced” nets, not just NSFnet
*anncunced” nets (since SRI-Zone is & global measurement, and many siee
(0.g.. Wit security galeways) do not allow SRi-Zone 10 do & host count. We
pt o st for the difs b e “conbgured” and
° 4" nets by adiusting the PRDB data by 1.4. in later versione, we
will try 1o account for the oher inaccurades. However, itie ol pretty
surprising 10 the sstmaled host utiizelion ¢o low — 1% for 8's and C's, and
37% oversit! (p.23)

12. “Hoets per Domain® - The SRI-Zone program counts both hosts and
domaine. This chart shows a straight forward vieion of the host count by
domain count © show the number of hosts per domain for each SRI-Zone

L. & ngly gh, & shows the messurements 10 be
umm(mwymmmnmm)mussm
period from July 1968 1o late 1901, before it begine 1o show any growth. By
mid- 1902, the measurement jJumps up 10 over 80 hoets per domain. Perhepe
this increases is related 1 the change in address assignment palicy at around
this time. I 80, it may be evidence that we can positvely aflect the host
density with changes in assignment policy. Using the vadous dala in the
spreadshes!, we could aleo by fooking at, for example, ‘domans per
sutonomous eystem numbe( of ‘sub-domain per domair' as other measures
of the denedty of address utitizaton. (p.24)
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OVERVIEW OF THE GRAPHS (CONCLUDED)

13 m«wamcw Finally, the

-MNMM As Jeanne Dixon wil gladly el you,
predictions are fraught with danger, because there are many issues that can

alflfoct futuee growth rates (such as NT shipping with TCPIP). However, lele
observe that theee ype of projections should ‘not* be ueed for predicing the

fulure anyway! Its only meant 10 show what ‘could” happen ¥ we keep
growing at e current rate, with no other changes. 80, theee iypes of
projections should be used 1o scare he pejebbere out of ue, 90 het we work
coal hard 1o make wh ch oo y 10 meko aure he

prediction doee not come Sue. 1 other woeds, the velus of projections ls the

opposiie of & “sei-Aiflling prophesy”. ¥ the projeciion gives us bad news,
wo hope 1 make it & “seif-deleating prophesy”. (p.25)

mmuuuumumu(m after e
d policy changes), and uess & straight axp
mmmmmuuwbunmumu
alerJen 1983, R ehows both 8°s and C's munning ot in earty 1997. Thals

not encugh imel 80 we have a fot of work 10 ¢0 um this Inlo &
‘soil-delociing prophesy’. This chart has notyet been updated since
NETN. AMQJ&WWZMMO(“W&

the dale pushed back 1o around mid-1007. Wehave a
ot more work 10 40 on $ees Yypes of projections. We aleo plan © lock at
e change of the exhauslion date over ime (by maling a serles of
projections at, say, every S months). This would show us if the change is
smooth or jumping all over he map.

Plus, we need © look at the projections classiessly. The next slide mekes &
otartin that direction. (p.26)

X rates, how much longer do we have belore

HOW CAN WE CONTROL THE GROWTH PARAMETERS?

We eadlier derived the expression:
&_intomet_hosts=H*a*c’e

Where

u-mwammmwumwmm

asthep
cuthop d

vis that are ched © the Indesnet

u.mhuumm

© = average perceniege host uilization of the eesigned, connected nets.

mm-.m-mduwmmwm

and that e doubiing rale wes :‘,!4
We used this host ink on 0 eell (using the above axpression)
ve host uilization at roughly 1% (for 8's and C's).
w.ummumdmm-m
d37% and the p de hat are d
beﬁo.WhNNSFMM)mM‘“
Now, lefs work backwards © 80¢ how much room we have for growth in
he address epace.
lnmmm&nwmwumm
hen we have room for 4 doublinge from it value of 1%.
inmh‘lnmbcﬁ-dﬂu.muduﬂm
are d 1o the In ¢, Bhen the target lor °c” is 100%.
This sllows 2 doublings om s current velue of 18%.
Finaly, ing that we achieve 100% asel nt, then “a® hes room
for ~1.5 doublings from s curvent value of 37%.
Taken together, we may have room for roughly 9 doutilings of the host
@rowth belore we hit the well. it the current host growth rale of 14 monthe
remaing conetant, that would give us about 10 years of growth — with very
carehd management
We now need 10 100k at how we can cantral theee paramelers, ¢.g., with
new polidies and belier tracking.

ON BETTER UTILIZATION OF THE ADDRESS SPACE

R soeme clear 10 me that 1) there is o8l sizable, untapped address spece
iable, ¥ we can recovedreciaim it and hen use i effectvely, and 2)
ol t polich /shouid be used © age better utliizaton of the
ddmow(oa.bmhhoddodm. Keeping in mind he

m-\dy.b nwn»mwmmm

ag tive yee of he add apace. >
. We need 1o move 10 clasek dd g &8 600N 88 P 0 that
we can use the untepped add space most effectivety.

o We need 1o figure out how 1o utiize the as-yet untapped 63 Class A's.
Thats aimost V4 of the ol address space!

o We should make a stonger effort 10 reclaim unused addresees
(espedially, hoee 27 Class A's that are assigned but are not
configured in the NSFnet Policy Routng Datbese. That's simost 18
of the total address spacel). Most of the assigned addresses are
“hot® in the Intemet routing tables. So, lels think the unthinkabie -
recieim and renumber some current assignments! (Especially the A's)

e We need 1o encourage much denesr host uliization of he address
space. For exampie:

. We need varisble length subnet masks (induding IGP’s to
support it and & manual on how 10 use them).

. We need even lougher address assignment policies 1o
encourage deneer utization. (e.g.. Even Sghier on Class
8’s, and ‘no° more Class A assignments. Fourteen A's have
been given out since March 19911).

We stif need 10 look more closely at the data, but rom what we've seen 80 far

we foel hat, with some hard work, we can carelsly manage cur growth (with

! bon, CIDR, i

buy back enough tme 10 dopioy [Png before we run out of IPv4 addresses.
"

g, and ghter policies on essignmen() o

SUMMARY

New Policies

e Even fougher assignment policies 1o encourage denser
host utilization.

e Future assignments should have a “host wutilization”

target. )

. Asbnmmbononlytoﬂmomu\dwllbe
connected to the Internet.

e Reclaim unused network addresses (especially A's).

e Consider reclaiming some currently assigned net
numbers (eg, some Class A’s, and non-connected
networks).

Now Technology
Deploy claseless addressing ASAP|

e  Make renumbering easier

*  Need variabie length subnet masks and “how-to”
manual on how to use them.

Education and Social Engineering

«  Conservation and resource management!
*  Renumbering may be a hassle, but ...

¢ More efficient host utilization

*  Non-connected nets don't get IP numbers
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2.3.1 P. Internet Protocol (PIP)
Charter

Chair(s)
Paul Francis: Francis@thumper.bellcore.com

Mailing Lists
General Discussion: pip@thumper.bellcore.com
To Subscribe: pip-request@thumper.bellcore.com
Archive: thumper.bellcore.com:”/pub/tsuchiya/pip-archive

Description of Working Group

The PIP Working Group is chartered to develop an IPng proposal using the
basic ideas of PIP as described in the PIP overview.

PIP is designed on one hand to be very general, being able to handle many
routing/addressing/flow paradigms, but on the other hand to allow for rela-
tively fast forwarding. PIP has the potential to allow for better evolution of
the Internet. In particular, it is hoped that we will be able to advance rout-
ing, addressing, and flow techniques without necessarily having to change hosts
(once hosts are running PIP).

While the PIP overview demonstrates a number of powerful mechanisms, much
work remains to be done to bring PIP to a full specification. This work in-
cludes, but is not limited to, specifying the header format; specifying a basic
set of error messages (PCMP messages); specifying the PIP forwarding rules;
specifying host interface messages (particularly the directory service query re-
sponse); specifying rules for host PIP header construction; specifying modifica-
tions to existing protocols for use with PIP (BGP-4, OSPF, ARP, DNS, etc.);

specifying PIP MTU discovery techniques; and specifying a transition strategy
for PIP.

Over the near-term, the goal of the PIP Working Group will be to produce
these specifications and supporting documentation. Over the long-term, up
to the point where PIP is definitively rejected as IPng, it is expected that

the PIP Working Group will oversee implementations and testing of the PIP
specifications.

Except to the extent that the PIP Working Group modifies existing protocols
for operation with PIP, and to the extent that the PIP Working Group must
be aware of routing/addressing/flow architectures to really make PIP general,
the PIP Working Group will not work on routing/addresing/flow architectures.
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Goals and Milestones

Done Review and approval of the Charter for the PIP Working Group.

Done Post as an Internet-Draft a description of the PIP Packet Format and Forward-
ing Engine, the PIP Control Message Protocol (PCMP), the PIP Host Interface
Message Protocol, and the PIP MTU Discovery Protocol.

Oct 1992 Post as an Internet-Draft a description of the modifications to BGP-4 for PIP,
the Modifications to OSPF for PIP, and the modifications to ARP for PIP.

Done Presentation and review of the PIP specification by the IESG. If acceptable,
the first Working Group meeting will be held.

Done Post as an Internet-Draft the modifications to DNS for PIP, the Address as-
signment in PIP, and the PIP transition strategy.
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2.3.2 Simple Internet Protocol (SIP)

Charter

Chair(s)

Steve Deering: deering@parc.xerox.com
Robert Hinden: hinden@eng.sun.com

Mailing Lists

General Discussion: sip@caldera.usc.edu
To Subscribe: sip-request@caldera.usc.edu
Archive:

Description of Working Group

SIP is a candidate for IPng. The purpose of the working group is to finalize the
SIP family of protocols, and to foster the early development and experimenta-
tion of this protocol.

There are two major characteristics of the SIP proposal: it is very much a
continuation of IP, and it aims at maximum simplicity. A short hand definition
of SIP could be “64-bit IP with useless overhead removed.”

Following the IP model, SIP uses globally-unique addresses, hierarchically struc-
tured for efficient routing. SIP addresses are 64 bits long, which is believed to
be adequate to scale the Internet up to, say, thousands of internet-addressable
devices in every office, every residence, and every vehicle in the world.

The quest of simplicity in SIP has been described as parallel to the RISC phi-
losophy. The minimal SIP header contains only those fields which are necessary
to achieve our goal: routing packets efficiently in a very large internet. As a
result of this design philosophy, the SIP header is much simpler than the IP
header. Simplicity facilitates high-performance implementation and increases
the likelihood of correct implementation. '

Contrary to several other IPng candidates, the SIP effort is focused mostly on
the description of the final state, not on the description of the transition. This
is due to a coordination with the IPAE Working Group, which has already
engaged an intensive study of transition problems, with SIP in mind as a final
state.

Goals and Milestones

Done

159

Post the complete SIP specification as an Internet-Draft. This specification
shall include the header format, the address format, ICMP and IGMP, the
fragmentation protocol, the source route protocol, and the the requirements
SIP imposes on higher layer protocols and lower later protocols, e.g., ARP.
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Done

Jan 1993

Jan 1993

Jan 1993

Mar 1993

Jun 1993

Done
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Post an Internet-Draft specifing the SIP addressing and routing architecture.
Include discussion of multicast and mobile host support as well as a discussion

of how policy routing can be supported. Detail the changes required to OSPF,
BGP, and RIP.

Post as an Internet-Draft a specification for the SIP MIB. Detail the operation
of SNMP over SIP.

Make available a public domain implementation of SIP for the UNIX-BSD
socket environment.

Make available a public domain version of modified TCP and UDP for the
UNIX-BSD socket environment.

Post as an Internet-Draft a report on the initial implementation and experience
with SIP.

Incorporate security into SIP.

Post an Internet-Draft specifying changes to RIP needed for SIP.

Internet-Drafts

“SIP-RIP”, 06/29/1993, G. Malkin, C. Huitema <draft-ietf-sip-tip-01.txt>

“SIPP Program Interfaces for BSD Systems”, 12/21/1993, R. Gilligan <draft-
ietf-sip-bsd-api-01.txt>

“Administrative Allocation of the 64-bit Number Space”, 04/19/1993, W. Simp-
son <draft-ietf-sip-64bit-plan-00.txt>

“SIPP Neighbor Discovery”, 12/06/1993, W. Simpson <draft-ietf-sip-discovery-
03.txt>

“SIP addresses in the domain name service Specifications”, 06/11/1993, C.
Huitema <draft-ietf-sip-dnss-00.txt>

“Simple Internet Protocol Plus (SIPP): Overview of Routing and Addressing
Extensions to SIP”, 10/06/1993, S. Deering, P. Francis, R. Govindan <draft-
ietf-sip-overview-00.txt>

“Extensions to DNS to support SIPP”, 10/28/1993, C. Huitema, S. Thomson
<draft-ietf-sip-sippdns-00.txt>

“IPAE: The SIPP Interoperability and Transition Mechanism”, 11/16/1993, R.
Gilligan, E. Nordmark, R. Hinden <draft-ietf-sip-ipae-transition-00.txt>
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CURRENT MEETING REPORT

Reported by Robert Hinden/Sun Microsystems

Minutes of the Joint Sessions of the SIP and PIP Working Groups

These minutes are based on the notes taken by Christian Huitema and Bob Hinden.

The Simple Internet Protocol Working Group (SIP) and the P. Internet Protocol Working
Group held two joint sessions. The first session was on Monday, November 1. The second
session was held on November 4. Both sessions were carried on the Internet Multicast.

The agenda distributed prior to the meeting was reviewed and updated for the meeting.

SIPP Merger Overview (Steve Deering)

The purpose of the merger is to keep the simplicity and transition features of SIP and the
advanced routing capabilities of Pip—while making them easier to use and to understand.
The mailing lists have been merged, and Bob Hinden is writing a charter for the merged
group.

This has resulted in some changes in the specifications, and in some terminologies. The
changed terms are: '

SIP — SIPP

system — node

anyone address — cluster address
Source route header — Routing header

The new terminology:

¢ The uniqueness scope of an address; for example the uniqueness scope of the loopback
address is just one single node.

¢ The routing scope of an address, which is generally global to the Internet, but can
sometimes be restricted e.g., for a “local use address.”

Routing scope is always less than uniqueness scope, but not necessarily equal to it.
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SIPP Overview and Issues (Steve Deering)

The address semantics have changed. Addresses identify nodes or set of nodes, not inter-
faces. A node may have several addresses, which may, in some instances, be tied to an
interface.

The packet format has not changed, except for the “reserved” field which is now called
“flow label.” The 64-bit addresses are still composed of an IP address and a 32-bit prefix.
The 64-bit SIPP address space is 10 million times larger than the global telephone number
space.

The address formats are:

- classic: prefix, customer ID, node ID.
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| 1..1 | flags + | group ID I
| | scope I |

The addresses are “provider oriented.” The current SIP addressing drafts are obsolete. New
SIPP versions will be submitted.

Options are encoded as a sequence of headers. SIPP options currently defined are fragmen-
tation, routing and hop-by-hop options. Options for end-to-end security and flow set-up
are under development. Options are not limited to 40 bytes like IP.
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The format of the routing header is:

| Payload | Number of | Next | Reserved |
I | Addresses | Address | |

| Reserved |
| |
I |
+ Address[0] +
| |
| I
+ Address[1] +
| |
I |
I |
| |
+ Address[n] +

The minimum packet length has not changed. The routing header uses 64-bit chunks rather
than the 16-bit chunks of Pip. Paul Francis mentioned that the advantage of this approach
was “simplicity of handling.” The addresses have their own routing scope, which relieves
the need for the “routing contexts” which were present in Pip.

Noel Chiappa observes that the routing header is more traditional source routing rather
than Pip “flows.” Paul Francis said this was incorrect and that the Pip routing was not
intended as flows.
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The 28 bits of the flow-label will be structured according to one of two possible formats:

¢ 4 bits of “drop priority”

¢ 4-bit TOS is traditional IP type of service

o 24-bit flow-ID is a pseudo random number chosen by source to identify special flow
state along path

The reason that the flow-ID is random, based on an idea from Dave Clark, is that it
makes it easy to use a subset of it (bit slice) as a “hash code” for access to a flow table
within the routers. To a question on TOS, it is observed that this really is a heritage from
IPv4, although current experience in IPv4 networks is rather bleak. There was considerable
discussion leading to the suggestion to drop IPv4 TOS.

SIPP Routing and Addressing (Paul Francis, Ramesh Govindan)

Paul Francis presented the use of the routing header. All packets are identified with 64-bit
addresses which are unique with the scope, but may need additional 64-bit addresses to
complement an insufficient routing scope. There is also a need for mobile hosts, or when
special policies are required.

The SIPP addresses are contiguous bit-wise maskable (similar to IP with CIDR). This poses
conditions for extended addresses:

¢ Single hierarchy element cannot straddle 64-bit boundary.
e Top and bottom 64 bits have to be both globally unique; one could perhaps release
this requirement for “middle” addresses.

Currently SIPP assumes hierarchical provider addresses.

The cluster address is similar to an “anycast address,” i.e., it addresses any of the routers
sharing a prefix. If a packet arrives from “outside,” it is accepted by the first node that
matches the prefix; if from within the node, it is accepted by the first router that operates at
“that prefix length.” In the current state of the art, they will have to be “hand configured.”
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Examples of such addresses are:

e Provider.0: accepted by first router in provider network, used for provider selection.

e Provider.subnet.0: can be used for mobility support.

The local use addresses provide an 8-bit fixed prefix and an 8-bit “subnet number” in
complement to the 48-bit IEEE-802 address. The local use addresses can be used over a
multi-subnet site. It could be used exclusively for a site not connected to the Internet.

The address sequence has to be “manipulated” by the hosts. This is really what the merger
with Pip is all about. Note that the SIPP header format did not change in the merger.

Hosts should be able to:

o Represent their own address as a sequence, not just a single 64-bit address.
¢ Reverse an address sequence.

If hosts do this from the start, new semantics can be added to the Internet, for example
extended addresses, without having to update any internet hosts.

The group mentions that there should be a minimum size specification, e.g., “at least three
components.” This applies to local configuration, nodes should be able to process arbitrarily
long routing headers. Similarly, a limit is needed for DNS configuration (size of record) and
for “reverse look up” in the DNS (depth of the tree). Also, the “error behavior” should be
specified — what should be done if the host receives a packet that it cannot understand.

Paul then presented the literal notation for the source route mechanism: <X, Y, Z>. Two
kinds of address sequence have been defined: source capable and not source capable. For

example, a multicast address is not “source capable”: it cannot be used as a source address
in a packet.

Suppose a sequence <S0, S1, .. , Si, Dj, Dj-1, .. DO>, i.e., the source chain then the
destination chain. In most cases the chain will have exactly two elements <S, D>. This
was only true in Pip for local communications. Paul presented the mechanism for building
and reversing source routes, and mentioned the open issue: whether routes should be stored
in the internet program, in the transport or in the application.

Ramesh Govindan presented different examples of sophisticated routing using the SIPP
routing header. This included:

¢ Basic routing involving only the DNS. Sequence has two elements, reversal is trivial.

o Selection of the first hop provider. Sequence has three elements; change of provider
within the association life time is easy.
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o Item with “extended addresses,” with four elements in the sequence.
e Examples are also given for multicast, including source routing prior to multicasting.

e Multicast is also possible with extended addresses: this allows recipients to reply to
the source address.

e Mobility examples are also given: the address sequence includes the identification of
the “base station.” Note that the “mobile cluster” scenario is not presented! Address
extension can also be used for auto-configuration:

1. Hosts creates a “local wire” address.

2. Host will receive a local cluster address, e.g., by receiving advertisement. It can
combine his hardware address with this prefix, to form either a 64-bit address
if the prefix is short enough, or an extended address otherwise.

Several members of the group question the “automatic reversal” of source routes in the case
of “provider selection.” There are clearly several degrees of liberty at this stage.

IPAE Specification Overview and Issues (Bob Gilligan/Erik Nordmark)

A new specification has been written by Bob Gilligan, Erik Nordmark and Bob Hinden.
This is based on the original specification by Dave Crocker, and one year of work and
discussion. The components of the specification are:

¢ Encapsulation within IPv4 for “tunnelling.”
e 64-bit SIPP addressing scheme is compatible with IPv4 plan:

| ¢ | Site Prefix | IPv4 address |
4om—pmmmmmmme— o S +

The “c” bit explains whether the host is SIPP capable or not.
e Host algorithms for direct interoperability with IPv4 hosts.
¢ Translation agent between SIPP and IPv4.

Bill Simpson questioned the change of vocabulary from “commonwealth” to “site”—as
commonwealth implied a larger kind of object. Steve Deering believes no name for these
objects is really needed. Christian Huitema noted the need for a conventional 32-bit prefix,
removing the need for “mapping tables” as long as hosts are capable of IP routing. John
Curran mentioned the relation between site table and provider IDs: if one changes provider,
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then one changes prefixes, thus one has to change the “mapping table.” The upper 32 bits
carry an assumption about provider connectivity. The picture has changed a lot since the
advent of CIDR; if CIDR really solves the routing table explosion, then the “mapping table”
is not necessary. As Steve Deering mentions, the group really hates the mapping tables.

Jim Bound mentioned the complexity of transition for a host, and suggested that the group
emphasize the inherent simplicity of the 64-bit approach.

A list of remaining IPAE issues came out when revising the specification.

Editor’s Note: A detailed list of remaining IPAF issues is available via FTP or mail server

from the remote directories as /ietf/sip/sip-pip-minutes-93nov.tzt. Refer to Section 1.2 of
the proceedings for retrieval instructions.

Erik Nordmark presented the problems of keeping state when “tunnelling” is used:

o ICMP packet too big: Need to memorize the tunnel MTU, for either immediate
transcription.

e ICMP TTL exceeded: Need to memorize the tunnels TTL,
e ICMP “unreachable”: Signals an incorrect tunnel.

These “states” should really be “soft state,” i.e., updated cautiously. The SIPP design helps
the error handling, as the initial hop limit was present in the first bytes of the packet. This
helps computing the “exact length” of the tunnel.

The state can be discarded for garbage collection (reduce the memory requirement) and also
for detecting improvements — for example if a remote router suddenly becomes reachable.
The MTU increases will regularly be probed by the source, so the absence of remote ICMP
may be an indication of the absence of problem.

Neighbor Discovery/ARP (Bill Simpson)

The protocol has been renamed “neighbor discovery” after the merging. It has two packets:
“where are you” stating the address looked for, and “I am here,” with variable parameters.

All packets include a “media type” and “MAC address” parameter, so that one does not
need ARP.

Bill questioned the need for further usage of the “change prefix” parameter, which is used

to broadcast “changes of providers.” This is now well done, with prefix length, old address
and new address.



168 CHAPTER 2. AREA AND WORKING GROUP REPORTS

Another questioned feature was the passing of information about other routers and other
subnets—use discovery as a router protocol, or at least as a replacement for “OSPF hellos.”
The particular format of this “routing information” is hotly debated; in particular it is
suggested to separate information on the router address and information on the “connected
subnets.” For each subnet, there are “preferences” and “priority,” as well as a “zone” used
for local addresses, and “MRU” indicating the maximum packet length used by the routers.
The utility of several fields, or even the very utility of this parameter, is debated:

e MRU is generally understood as “not needed.”
e The parameters taken from OSPF and IS-IS should go away.

e “Zone” is an inappropriate name for “local scope subnets,” which should just be
passed as particular subnets.

The “system heard” parameter is essential for support of eliminating the “hidden transmit-
ter” problem. For each system heard, this pass various parameters: quality of reception,
advertisement number, etc. This seems too complex to many listeners.

Steve Deering requested the removal of the “service advertisements.” Bill also presented
“transit informations” and “redirects.” Further discussion is clearly needed!

SIPP OSPF (Rob Coltun)

Rob proposes the acronym “OSPPF”: bigger addresses, more protocols. For carrying big
addresses, one needs to:

e Provide “link state ID” independent of address. Currently, an LSA is identified by
[Router ID, LS-ID], where LS-ID represents the “network number.” A 32-bit locally
unique ID will be used in OSPPF.

¢ Advertisement will have to carry long address in addition to LS-ID.
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The schema of the LSA is:

There is agreement that the “advertising router” should be a 64-bit field; in general, routers
should be identified by their 64-bit identifying address. The LSA is identified by the com-
bination of advertising router and LS-ID; the LS-ID has to be unique within the router, i.e.
can be a random 32-bit number. It is not even necessary to keep the same number during
different “instantiations,” e.g., after a reboot, as the old segments will either be replaced or
fade away. Indeed, this implies that the LS-ID cannot be overloaded.

For the big addresses, one has to carry a length field (in bytes) and the number of significant
bits; thus it makes sense to also carry a “type” field, which enables for running other
protocols in parallel:

- —— - - - - - —— - - - ————

| Type | Len | Mask size |

The “type” field is used to specify e.g., IP or SIPP, which means that OSPPF has dual
protocol capability.

Rob then addressed the “hierarchical” problem. Two levels are probably enough (200
routers per area imply 40,000 routers). It is easy to do a multiple level version, e.g.,
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to accommodate regionals which want to integrate their clients as OSPF areas, and also
because inter domain routing requires a lot of work. There is however a general agreement
that such developments should be discussed in the OSPF group, and that the SIPP version
should really be a straight forward transcription of OSPF to 64-bit addresses.

SIPP Service Interfaces and DNS Changes (Sue Thomson)

Sue Thompson presented the changes to the DNS for storing address sequences and for
supporting the transition. These are: '

¢ A new “ASEQ” record, a sequence of 64-bit elements, which does not cause additional
processing.

e A new “inverse look-up name,” which was defined similarly to that of the initial SIP,
and used a PTR query. There is however a consensus on a “per octet” break up
that seems more rational given the “bit mask” nature of the address. This will be
represented as a sequence of hex tokens, without leading zeros.

Jim Bound would like the DNS interfaces to strip the upper parts of the address sequence
when they are not necessary. This will have to be specified in the routing architecture.

There are two transition issues:

1. Whether resolvers should return A records if no ASEQ address is present. According
to Sue, resolvers will have to ask for both ASEQ and A.

2. Whether the additional section should only include A records, or also ASEQ records.

Decision is that if the query is received from a SIPP host, then ASEQ should also be
returned.

Sue is going to implement the specification in bind 4.9.

Auto Configuration and DHCP (Jim Bound)

The DHCP protocol is very straightforward. DHCP is sitting in the application layer, so has
to traverse the entire stack; after a simple “connection” exchange, the client is returned a set
of configuration information, e.g., an address. In some cases, databases have to be updated.
Steve Deering mentioned that dynamic updates of the DNS are not really required; one
might as well preallocate name and address types.

John Wroklavski mentioned that auto-configuration is the “single most important” de-
sign part of IPng; it should work in a large set of environments. Jim Bound mentioned
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that DHCP can really be used without problem, and that making a SIPP option is really
straightforward.

Ohta asked whether STPP/DHCP will have “relay agents.” In fact, we don’t need them as
SIPP stations can very easily use a hardware address. Thus, the group will be able to use
multicast to find the DHCP server, including with diameters larger than 1 (outside the local
net): there is no need for relays, routers do the job easily. Paul Francis proposed to write
a specific document explaining how network layer mechanisms can be used to help auto-
configuration, but also for discovering DNS servers, gopher servers, etc. Jim insisted that

we have to be concerned by automatic configuration of the DNS, i.e., register automatically
IP address and DNS name bindings.

Jim Bound will prepare a “64-bit” version of DHCP.

Address Assignment Issues (Paul Francis)

Given the difficulties of managing geographic addresses, there is agreement that only “provider”
addresses should be used in the short term. The immediate assignment is:

1] 31 bits | 32 bits |
IC| something | IP address |

- ————— - ——— - — - - - - - ———————

- - — - - — - an & - e - - ———— - -

These addresses will be a “legacy” of the pre-CIDR era. Provider, subscriber, subnet and
host is a good hierarchy; but eventually growth will force us beyond 32 bits. Thus, at least
the provider ID should be pushed into the higher 31 bits of the SIPP address.
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The proposal is to:
e Push provider part in upper 31 bits.
o Leave room below provider for subscriber and “subProvider” parts.

o Leave room above provider ID for contingencies.

This gives the following structure:

o o - —_———_— - - - - ——————— ——— = - - ———
- - - —— - ————— ————— — - — - = ———— - . - -~ ———

The provider ID will be assigned “from the left,” which means that they are followed by a
number of zeros, which allow for future growth of the “subscriber ID” part. There was a

general consensus to proceed with this plan for address assignment.
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SIPP Overview

Steve Deering
Xerox Palo Alto Research Center
deering@parc.xerox.com

IETF 28
Houston, Texas
November 1, 1993
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N

Changes to SIP Spec

changed / new terminology:

SIP —> SIPP

system —> node

anyone addresses —> cluster addresses
Source Route Header —> Routing Header
uniqueness scope of an address

routing scope of an address

\_

/

-

o~

The SIP Header

32 bits

Vers. I
Payload Length

Flow Label
| Protocol | Hop Limi

Source Address

Destination Address

24 bytes long, 4 more than minimal IP

by

J

-

\- reduce the number of IPng contenders

\

Goals of SIP / Pip Merger

keep simplicity & transition features of SIP

encorporate Pip's flexible & powerful forwarding
mechanism, while making easier to use & understand

.

provide platform for introduction of further enhancements
to the Internet's common protocol layer

combine resources from Pip and SIP efforts

/

-

\

Changes to SIP Spec (cont.)

changes to address semantics:

addresses identify nodes or sets of nodes,
not interfaces

- nodes may have multiple addresses

addresses said to be "bound” to those interfaces, if any,
that are in routability scope of that address

SIP Unicast Address Format

P acerss: | nawor0 L S50 |

L4
subscriber 1D :m

64-bit address srace is 10 million times larger
than the global phone numbering space

SIP address:

Hprovider 10 :

J
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( Other SIP Address Formats

cluster address:

Hprovider D E 0

local-use address:

[ 0...0 [subnet IEEE 802 address
multicast:
|11 [ group D

-

J

— hash table
Z___ 3

/ Fast Mapping from Flow ID to State \

Flow ID

State

+ idea due to Clark

« must compare full Flow ID & Source Address from
packet with state record

+ subfield of random Flow ID acts as pre-computed hash

176

Internal Structure of the Flow Label \

(tentative)

Orop I
Prio

[ros |

L]

Flow 1D

|

4-bit Drop Priority intended for layered media

encodings

4-bit TOS is traditional IP Type of Service

24-bit Flow 1D Is pseudo-random number chosen by

source to identify special flow state along path

_J

~

coded as optional headers:

SIP Options

SIP Header  Route Hdr TCP Header + Data
Protocol = Protocol =
Route TCP

currently defined:
Fragment, Routing, Hop-by-Hop Options

under development: End-to-End Security, Flow Setup

not limited to 40 bytes like IP

\

4




Selicors
RS -
SIPP Address SIPP Address
« Identify nodes, not interfaces
« Though can be assigned on a per-interface basis
1. Uniquely identify node (or set of nodes) « Have a certain “routing scope”
2. Specify location of addressed node(s), to facilitate routing « Topological region over which nodes have sufficient routing Info to
route the packet
« Most SIPP Address have global routing scope
« Some are local, for instance, for bootstrapping.....
= ]
'm--u .’n-.uv
SIPP Addresses in SIPP Headers Examples of Address Sequences
= Every SIPP packet has two jdantitying Addresses s Mobile node
« Identifying source and destination of packet « Attached somewhere cther than where identifying Address
o Used for transport-layer pseudo-header checksum indicates

. Aldmﬁfyimmmwmmmmmbuﬂonm

« ' If insufficient, additional addresses may be included in packet
« Using optional SIPP Routing Header

« Extended Address

» 64 bits someday too small to assign globalty-routable addresses to
all nodes

« inthis case, lower 84 bits (Identifying Address) still uniquety

« May be viewed as high-order extensions of the identifying identifies node globally
Addresses
o Complete vector of addresses called an Addrass Sequanca
Selloere
i -
Unicast Addresses Unicast Address Assignment
« Contiguous bit-wise maskable
= Mts | 93t | 6i-n-w-pl

« Similar to IP addresses under CIDR

« Use of Address Sequence places some constraints
« Single “address hierarchy element” cannot straddie 84-bit boundary
« Top and bottom (84-bit) addrasses must be globally unique
- Probably all addrees shouid be globally unique

« Each address must be routable without examining previous
addresses in Address Sequence

nt a bits ]

1€l previdexr ID ] suhesriber D { subnet ID | mede ID |

« C-bit has same use as with SIP

« Initial assignments are provider-based
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SIPP Unicast Addresses:
Cluster Addresses

Unicast address of form <prefic-<zerc>

Results in packet being routed to one of a group of nodes that has that
prefix for its own address

« Thus, a kind of anycast

1f packet sent from outside the group
« Packet accepted by first node that has that prefix

{f packet sent from inside the group

« Packet transmitted up the hierarchy until it reaches a router that is
acting "at the hierarchy level™ of the prefix

it
SIPP Unicast Addresses:
initial Cluster Addresses

\\

‘s Provider.0
« Accepted by first router in provider network

« Used for provider selection, and more generally for provider-level
source routes

« Used for auto-configuration
o Used for mobility where mobiiity-scope Is the subnet

- Provider.Subscriber.0 could perhaps be used for mobility where
_mmhmmm

lah::wn hh:v"-
(A4 "EE‘&
SIPP Unlicast Addresses: SIPP Unicast Addresses:
Cluster Address Configuration Local-Use Address
» Currently must be hand-configured 18 bita | ¢ biee | 4 M 1
« Similar to hand configuration of the prefix that & router will originate In 101121201 foubmet. 2] tax sdtress !
its router advertissments :
s SIPP node forms & SIPP address from its own link address
« While cluster address is a general concept, use of cluster addrass o Only quaranteed 1o be locally unique
should probably be designed on a per-function basis « Used for local communications
. Hw%wmumm.m.m- « Site not connected to intemet
« Host discovery of appropriate Cluster address » Tomporarly, for auto-configuretio
« Router configuration of cluster address
lolc:l"! l~.”v
R i

Other Address Formats

« Multicast, Unspecified, Loopback, Mutticast, All Nodes, All Hosts, All
Routers

« Same as cument SIP spec

Address Sequence Handling by Nodes

General rules for manipulating Address Sequences required to make
them useful

Nodes must be abie to represent their own addresses as an Address
Sequence

Nodes must be able to “reverse” an address sequence

1t nodes can do this, new semantics can be added to the internet (such
as waxtended addresses) without necessarily having to update all
nodes
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Al
" “’v—nlhlu
Notation Node's Own Address Sequence
« Literal notation of SIPP Routing Header mechanism looks [iice this: « Series of (64-bit) addresses: <Sl, Si-1, Si-2, ..., SC>
poeios Tz s SO = low-order address and identifying Address
inttial ] A 3 D
next s 3 a0 s« Si = high-order address
’ ° e « High-order address not necessarily hlerarchically above low-order
« This Is an awkward notation address
« Equivalent notation is: « Rather, high-order address comes first in a vector of addresses
« For simpiicity, a host can assume some small maximum number of
iy ::'::.:: s addresses in sequence, for instance, 3 addresses
final 8, A, 3,*D
Selloore Selloore
] -3
Node’s Own Address Sequence:
Two Kinds *d Route Sequence

s Two kinds of Address Sequences:
« Sourca-capabla
« Not soyrce-capable

» Source-capable Address Sequence can be used a3 & source address
s Unicast addresses are source-capable

« Mutticast addresses are pon-source-capabie

« Both can be considered by a node to be its “own” address

s Complete sequence of addresses in a SIPP header
s« May contain many things:
+ Source address sequence
« Destination address sequence
« Policy route
« Mobile-host base station, etc.
« But from a simpla node's perspective, Route Sequence contains only
source and destination address sequence:
« <S0, S, ..., SI, Dj, O}, ..., DO>

i

Route Sequence

<80, 81, ..., Si, D}, O}, ..., DO>

« For received packet, destination address is the node's own address,
source address is everything eise

« Source Address Sequence followed by destination Address Sequence
« Source Address Sequence encoded low-order address first
« Destination Address Sequence encoded high-order address first

« Common address sequence is <S0, DO>
« No Routing Header

R

Route Sequence

« Information to maintain for “association” with correspondent node:
« Source and destination identifying Addresses for antira association
« Source and destination Address Sequences cumrently in use

« Node that starts association:

« Leams correspondent node's Address Sequences in normal way
(DNS, user typing it in, etc.)

« Adds one of its own source-capable Address Sequence
s Other node (the one that didn't start the association):
« Extract its own address from the Route Sequence

o Treats whatever is left as the correspondent node's Address
Sequence
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Thus, to Reverse a Route Sequence:

« strips off and stores ts own address saquence from the tall of the route
sequence of the received packst

= reverses the order of the remaining elements of the route sequence,
and places them on the tall of the route sequence of the returned
packet

» prepends a valid source-capable address sequence to the route
sequence

a sets the active address to be the first address of the destination
address sequence

i
Simple (Non-Extended Addresses)
« Hinitiates association with |
« Queries DNS, leams 2 addresses
o Hchooses Q.E.1 (best match with own addresses)
Route sequence at sender H: QDH.*QE]
Reversed route sequence at receiver ;. Q.EL *Q.DH
Sokeey Somey
i B

Simple Addresses with Provider Selection

s Previous example a kind of provider selection (but simple, no explicit
instructions)

s Assume H wishes to use provider P:
Route sequence at sender H:
Advanced route sequence at provider P router:  B.D.H, P.0, *Q.E.l
Reversed route sequence at receiver I Q.EL°PO. PDH

s Assume | wishes to return packets via provider Q:
QEL*Q.0,PO.PDH

EDH.°F0, QEl

Alternative reversed route sequence:

Extended Addresses
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Extended Addresses

o PacketfromHtol:
Routs sequence at sender H: 8H.QD.*QE. 8l
Advanced route sequence at router in Domain E:  8§4.Q.0, Q.E. *S.1

iy

e

Multicast

em———— i — e ————————————————— e

» Multicast address space defined as in SIP spec
« Single 64-bit address

« None-the-less, general model is that host treats multicast address as
an Address Sequence

Reversed route sequence at receiver I;. 8LQE*QD SH « Usetul for unicast-then-muiticast types of multicast
: « CBT
« Remote-but-scoped mutticast
o etc.
Belloore Beloere
~EER “EES
Multicast Example: Mobllity Example
Extended Addresses With Extended Addresses
. mfm m“? P.D:S.H and Q.0:S.H transmitting to multicast « H s mobile host, addresses P.D:S.H and Q.D:S.H
Route sequence at H: _ « |is its correspondent host, addresses Q.E:S.I and R.E:8.1
Reversed routs at receiver | . » Route sequence from | to H: 8LQE QD.8H
. ast Forwarding Ext ! » H moves 10 base station with address D.d
Route sequence from H to | after move: 8H.DdQES8]

« If extended addresses used

Revarsed route sequence from | to H after move: 8L QE.°D.d. SH

Host Auto-configuration

« Host can construct a temporary address

» Use It to talk to an address server of some sort
« Then obtain a (more) permanent address

s Four scenarios

« Router is or is not on the host's focal link
« Host can or cannot contact a configuration server

Host Auto-configuration

» Host first creates & Local-Use Identitying Address
« Routing scope is just local wire

s Using this, the host discovers a router
« Router advertises its own address, pius its subnet cluster address

» Uses the router's address to creats Its own address
« New address has same routing scope as router's address

« Uses this address to talk to address server (if necessary)
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Host Auto-configuration:
Forming Temporary Address

s |f <zero> part of router's cluster address larger than host's link address
« Host forms <ciusterPrefbo-dinkAddress> for it's own address
« Could be a Local-Use address or a gioba! address
« This address appropriate for permanent use If giobal or if Local-Use
and contains unique ID
s Otherwise,
« Host forms address sequence of C:L.
« Cis router's subnet cluster address
« Lis host's Local-Use address
« Can use this address permanently if L contains unique ID

L2 It

Address Assignment

. gl:mgmmwmmmmnmmmn

Perhaps ultimatety having both types of assignment avaliable is best
At this time, geographical assignments seem problematic
« Does any assignment authority have enough authority?

« s there enough organization among providers to achieve
connectivity (physical or otherwise) within geographic areas?

Provider-rooted assignments aiso problematic
« Increased address administration within private networks

At least we can move ahead with provider-rooted for now

1

L4
Founs M 0 0

A few thoughts on provider-rooted address assignment

« Immediate assignment of SIPP addresses:

[BY} 31 bits | 32 bits 1
4otboncen 4o cmad
|C| something | IP Address i

totevmae atuceca

« Detall of IP address under CIDR:

B bits i = bits { p bits |32-n-a-p|

- +. - + +

provider ID |subscriber ID {subnet ID{node 1D |

deevcana + + +

il

]
Provider-rooted Assignment

» provider . subscriber . subnet . host s a good hierarchy, for now
Eventually, growth will force us beyond 32 bits

Thus, will want to push at isast provider ID into higher 31 bits of SIPP
address

May or may not want to push subscriber part into higher 31 bits

May or may not want to create subProvider laysr of hierarchy
« provider . subProvider . subscriber . subnet . host
o ltis up to individual providers

o It created, may or may not want to push subProvider part into
higher 31 bits

Setoors
b

Provider-rooted Addresses

« Put provider part in higher 31 bits

s Leave room below provider for subscriber or subProvider parts
« Leave room above provider ID for unexpected contingencies
1l 31 bits 1

a Mts 1 phits | J2-a-p |

1[4 provider I

......

jsubsorider ID {submat ID (wede ID |

to 12 address|
16 bpits | 3¢ bt ]

1C0000000] provider ID, assigned |
i | ~trom the left” ]
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OSPPF Big Addresses

« Big Addresses o Redefining LS ID
o Multiple Levels Of Hierarchy e Currently LS ID Represents Network Number
o LSA Identified By [Router ID, LS ID] Tuple
e New Definition: 32-bit Locally Assigned LSA ID

o Advertisements Will Have To Carry Around Big
Address In Addition To LS ID

o Need LSDB Lookup By LS ID and Address

« Router ID Remains 32-bits

Hierarchy
¢ Was Unique ID Or IP Address Can Now Be Unique
ID Or Low 32-bits of Big Address o 2 Levels Is Probably Big Enough

* Big Address * 40,000 Routers - 200 Routers Per Area

¢ Mask Field Replaced By [type, len, sig_bits] e Why Multiple Levels?

¢ Address Is Padded To Word Boundary o Regionals Can Have Subscribers Run As Sub Arcas

Type  |Len | sigBits o Sub Areas Can Be Further Divided
Address

o Inter-Domain Routing Will Require Alot Of Work

« One Solution For Support Of Real Time Traffic In
O S ot e ool Sead Overview Of Hierarchy

Metrics So Traffic Can Adapt

Expand On Existing OSPF Concepts

o Multiple Levels Of Hierarchy Localizes Frequent P s
Updates All Levels Have Parent-Child Relationship

e Parent = Backbone, Child = Non-Backbone Area

Aggregation Only Occurs Between Adjacent Levels

Child Levels Can Only Advertise Routes Through
Parent
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« Cross-Child Relationships Look Like Extemal Topology
Connections Which Are Less Preferred '

¢ LSA Flooding Has Scope
¢ Information Hiding Controlled By Source

¢ Force Aggregation As LSAs Are Flooded Up Levels
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DNS and SIPP

Susan Thomson

IETF DNS Working Group
November, 1993

Modifications Necessary

o SIPP addresses

— new address resource record (ASEQ)

— new Inverse lookup domain (SIP-ADDR.ARPA)
o IP/SIPP Transition

— modify RRs that return addresses in additional
section (NS, MX, MB)

Type ASEQ Resource Record

e

« contains address sequence In contiguous 64-bit fields
o regular lookup uses domain name, ASEQ query

o ASEQ query causes no additional section processing
o inverse lookup uses address sequence, PTR query

o Inverse lookup name Is a decimal and hex string

IP/SIPP Transition Issues
e not known whether hosts have IP or SIPP addresses
—~ resolvers/appliication (libraries) must query for both

o only A RRs returned in additional section of
NS, MB and MX records

— extend definitions to include ASEQS as well
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SIPP
DHCP and Autoconfiguration

Topics

1. Framework of Host

2. DHCP Protocol Overview

3. DHCP Changes with SIPP

4. Autoconfiguration Requires DHCP
5. DHCP Database Issue

6. Thought Experiments

186

A Defacto Host TCPAP Architecture

! ¢ x Change because of iPng
I Application Layer ]
H User Space
- .- -- B e T o T STRE 1
: KemelSpace A e, Somain |
Socket
[_vranspoct Layer rcrmior) o | &
D e

Mutticast
=S -
Rovting | |

RIP €GP abies ]
. & &
osPF,| | BGP,

-
<
Link Dependent Layer _
[ ARP, RARP, InARP, NCPs, Addr nou
Data Link Layer
| Ethernet, FODI AT, HiPPL, PPP o ]
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1Png Dicectorate - Jim Bound (Digiat)
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2.3.3 TP/IX (TPIX)
Charter

Chair(s)
Vladimir Sukonnik: sukonnik@process.com

Mailing Lists
General Discussion: tpix@world.std.com
To Subscribe: tpix-request@world.std.com
Archive: world.std.com:”/pub/tpix/*

Description of Working Group

TP/IX is a new version of the IP, TCP, and UDP protocols, to advance the
Internet technology to the scale and performance of the next generation of
internetwork technology. TP/IX has been assigned the IP version number 7.

The working group is chartered to review the TP /IX and RAP protocols, eval-
uate issues arising during product development and deployment planning, and
to document problems and explanations for any parts of the coexistance with
IPv4 not covered directly in the TP/IX-IPv4 interoperation design.

The group will also be the initial forum for development of the RAP protocol
while it is experimental; this work will need to be moved to the Routing Area
when it is to be advanced.

Goals and Milestones

Done Present the TP /IX (formerly IPv7) and the RAP protocols to the IETF Plenary.
Done Post the TP/IX Protocol and the RAP protocol as Experimental RFCs.
Done Hold Working Group meeting to discuss additional definitions. Prepare criteria

to be met prior to standardization.

Done Hold Working Group meeting to evaluate the TP/IX and RAP protocols for
Proposed Standard.

Dec 1993 Submit the TP/IX and RAP Protocols to the IESG for consideration as a
Proposed Standard.

Internet-Drafts

“Initial AD Assignment Plan”, 06/30/1993, R. Ullmann <draft-ietf-tpix-adplan-
01.txt>
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“Transit Policy Routing in TP/IX”, 06/30/1993, R. Ullmann <draft-ietf-tpix-
transit-01.txt>

“TCP version 7 options”, 06/30/1993, R. Ullmann <draft-ietf-tpix-tcpopt-
00.txt>

“Common Architecture Technology for Next-generation Internet Protocol”,
01/06/1994, R. Ullmann <draft-ietf-tpix-catnip-base-01.txt>

Request For Comments

RFC 1475 “TP/IX: The Next Internet”
RFC 1476 “RAP: Internet Route Access Protocol”
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CURRENT MEETING REPORT

Reported by Vladimir Sukonnik/Process Software Corporation

Minutes of the TP/IX Working Group (TPIX)

The TPIX Working Group met jointly with the TUBA Working Group and also met in a
second independent session. The agenda for that meeting was:

e Introduce and discuss CATNIP
¢ Review TP/IX charter and name

The meeting started with Ross Callon introducing the concept of the Forward Cache Iden-
tifier, or handle, to be used to speed up processing in routers. A downstream router may
send an ICMP message offering an FCI for a particular source, destination, and type of
service. The source may then use the FCI in its packet instead of fully specified source and
destination addresses. Using the FCI will achieve two goals: smaller packet size and faster
processing in the router.

CATNIP

Robert Ullmann introduced CATNIP. CATNIP is a revision of the TP/IX proposal. The
TP/IX packet has been extended to include a Forward Cache Identifier and NSAP-style
source and destination addresses. Using a NSAP-style address, CATNIP could be used to
represent IPv4, IPX and OSI protocols. CATNIP could also be used to connect CLNP
systems to IPv4 and IPX systems.

Several people suggested that placing the Forward Cache Identifier in the first longword
of the packet may speed up processing. Robert pointed out two reasons for not doing so.
First, the first byte must be reserved for NLPID field. Second, it was observed that any
current or future processor will be loading at least 64 bits in parallel anyway. It is also
easier to make FCI fixed field rather than a variable size.

TCP used to be part of the TP/IX proposal. The working group felt that it would be
better to separate TCP (and UDP) from the CATNIP proposal and have them addressed
as separate issues.

The working group decided to remove RAP (RFC 1476) from its charter, to be developed
separately. It was noted by Dave Katz and others that IS-IS will work fine with CATNIP,
as will the IDRP and other methods; the existing OSI routing could be used for CATNIP’s
addressing scheme without any changes.
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A concern was raised that the selection field in the CATNIP header may not be long enough.
It seems, however, that 16 bits is a reasonable size for fields that assign one code point to
each of a set of protocols (at least below application layer). It’s hard to see us designing
more than 65000 transport layer protocols.

The TP /IX working group also defined milestones for Seattle:
e Rob will add additional details and publish CATNIP as an Internet-Draft.

¢ Rob will write the white paper requested by the IPng directorate as soon as the
outline is available.

¢ Vladimir will rewrite TP/IX charter and work with Scott Bradner on renaming the
working group to CATNIP.

e The group will plan on meeting jointly with TUBA for one session in Seattle, and
will continue to coordinate efforts to find as much common ground as possible.
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2.3.4 TCP/UDP Over CLNP-Addressed Networks (TUBA)
Charter

Chair(s)
Mark Knopper: mak@merit.edu
Peter Ford: peter@goshawk.lanl.gov

Mailing Lists
General Discussion: tuba@lanl.gov
To Subscribe: tuba-request@lanl.gov
Archive:

Description of Working Group

The TUBA Working Group will work on extending the Internet Protocol suite
and architecture by increasing the number of end-systems which can be effec-
tively addressed and routed. The TUBA effort will expand the ability to route
Internet packets by using addresses which support more hierarchy than the
current Internet Protocol (IP) address space. TUBA specifies the continued
use of Internet transport protocols, in particular TCP and UDP, but specifies
their encapsulation in ISO 8473 (CLNP) packets. This will allow the continued
use of Internet application protocols such as FTP, SMTP, TELNET, etc. An
enhancement to the current system is mandatory due to the limitations of the
current 32-bit IP addresses. TUBA seeks to upgrade the current system by
a transition from the use of the Internet Protocol version 4 to ISO/IEC 8473

(CLNP) and the corresponding large Network Service Access Point address
space.

In addition to protocol layering issues and “proof of concept” work, the TUBA
approach will place significant emphasis on the engineering and operational re-
quirements of a large, global, multilateral public data network. TUBA will work
to maximize interoperatability with the routing and addressing architecture of
the global CLNP infrastructure. The TUBA Working Group will work closely
with the IETF NOOP and OSI IDRP for IP Over IP Working Groups to co-
ordinate a viable CLNP-based Internet which supports the applications which
Internet users depend on such as TELNET, FTP, SMTP, NFS, X, etc. The
TUBA Working Group will also work collaboratively with communities which
are also using CLNP, and will consider issues such as interoperability, applica-
tions coexisting on top of multiple transports, and the evolution of global public
connectionless datagram networks, network management and instrumentation
using CLNP and TUBA, and impact on routing architecture and protocols
given the TUBA transition. '

The TUBA Working Group will consider how the TUBA scheme will sup-
port transition from the current IP address space to the future NSAP address
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space without discontinuity of service, although different manufacturers, service
providers, and sites will make the transition at different times. In particular,
the way in which implementations relying on current 32-bit IP addresses will
migrate must be considered. TUBA will ensure that IP addresses can be as-
signed, for as long as they are used, independently of geographical and routing
considerations. One option is to embed IP addresses in NSAP addresses, pos-
sibly as the NSAP end-system identifier. Whatever scheme is chosen must run
in a majority of *-GOSIPs and other NSAP spaces. The TUBA strategy will
require a new mapping in the DNS from NAMEs to NSAP addresses.

The rationale RFC (RFC 1347) documents issues of transition and coexistence,
among unmodified “IP” hosts and hosts which support “TUBA” hosts. Hosts
wishing full Internet connectivity will need to support TUBA.

Goals and Milestones

Done
Done
Done
Done

Done

Post Initial TUBA rational and discussion as an RFC. (RFC 1347)
Post the Initial TUBA DNS specification. (RFC 1348)
Review and approve the Charter.

Post the TUBA CLNP profile as an Internet-Draft.

Post a Routing and Addressing specification as an Internet-Draft, coordinated
with the Network OSI Operations Working Group and the IDRP for IP Working

Group.

Nov 1992 Post a summary report on TUBA deployment in the Internet.

Done Present the results of Working Group deliberations at the November IETF
meeting.

Nov 1992 Post an Internet-Draft on the changes required to Internet applications affected
by the deployment of TUBA.

Nov 1992 Post an Internet-Draft covering the methodologies, instrumentation, address
administration, routing coordination and related topics.

Done Post as an Internet-Draft a revision to RFC 1347 reflecting lessons earned in

the Working Group deliberation.

Request For Comments

RFC 1526  “Assignment of System Identifiers for TUBA/CLNP Hosts”

RFC 1561 “Use of ISO CLNP in TUBA Environments”
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CURRENT MEETING REPORT

Reported by Mark Knopper/Merit

Minutes of the TCP/UDP over CLNP-Addressed Networks Working Group
(TUBA)

The meeting was called to order by Mark Knopper and Peter Ford, co-chairs. Dave Katz
volunteered to act as recording secretary. Mark Knopper presented the agenda.

CLNP Multicast

Dave Marlow reported on the progression of CLNP Multicast work at the recent ISO SC6
meeting in Seoul. There are currently four documents in progression—changes to the net-
work addressing addendum, extensions to the CLNP and ES-IS protocols, and a change

to the network service definition. Documentation of these changes will be released as an
Internet-Draft.

The Group Network Addressing addendum has progressed to Full Standard status. This
document describes the syntax of multicast NSAP addresses.

The extensions to CLNP have been issued for Draft Amendment (DAM) ballot. This is the
final balloting stage before full standardization (similar to Draft Internet Standard status).
The changes include a new packet type (so that unicast-only routers do not try to default-

forward multicast packets, which could create packet-exploder loops) and two types of scope
control.

The ES-IS extensions have also been issued for DAM ballot. These changes provide for the
ability of end systems to join multicast groups, as well as for dynamic mapping between
network and subnetwork multicast addresses.

The change to the Network Service definition adds multicast capability to the abstract
network service.

There has been no significant work on multicast routing, as ANSI is looking to work with the
IETF for technical contribution in this area. Possibilities include MOSPF-like extensions
to IS-IS, CBT, and ESL.

NSAP Addressing Guidelines Document

Ross Callon reported on the status of the NSAP Addressing Guidelines document. A new
version has been made available as an Internet-Draft. Changes in the new version consist
primarily of updated document references. Several people mentioned that they thought



196 CHAPTER 2. AREA AND WORKING GROUP REPORTS

the current document was overly “backbone-centric,” as the Internet routing hierarchy has
changed considerably since the document was originally written. An action item was taken
to recast this section of the document.

CLNP Projects

Yakov Rekhter gave a brief overview of two projects just getting started in ISO concerning
CLNP. The first describes a coding method for option types that provides a hook for trans-
parently adding options. The code indicates which options are required to be processed by
routers and/or hosts, even when the option is otherwise unrecognized.

The second project extends the Quality of Service (QoS) option to provide a bit to request
strong (vs. weak) QoS forwarding, as well as a bit to say whether or not the requested OoS
was delivered along the entire path when weak QoS forwarding is in effect.

CLNP Mobility

A discussion then ensued on the subject of CLNP mobility. Mark Knopper briefly described
CDPD, a specification for cellular mobile data service from a consortium of cellular carriers.
The system uses CLNP as the primary protocol, and provides IP service using IP-over-
CLNP encapsulation. The mobility protocol is quite similar to ongoing work in the Mobile
IP Working Group. The group discussed whether or not it should be proactive, or wait for
the Mobile IP Working Group to settle. Yakov Rekhter and Dave Piscitello agreed to recast
the mobile IP document in terms of CLNP and make it available as an Internet-Draft.

Extensions to OSI for Use in the Internet BOF (OSIEXTND)

Dave Katz briefly updated the group on the status of OSIEXTND. The IESG has issued
a formal statement limiting official IETF participation to ongoing “OSI-related work.” No
new working groups in this area will be chartered until such time as the liaison issue between
ISO and ISOC has been settled, or until six months pass. What was not clearly stated at
the time was that this action does not apply to anything that could be construed as in
support of TUBA. As the majority of the items of work proposed at the OSIEXTND BOF
are directly related to TUBA, the net effect is that work will progress in existing working
groups.

To that end, Dave Katz then presented a proposed extension to ES-IS to add functionality
to the standard dynamic NSAP address assignment function. The extension would allow the
end system to suggest a system ID to the entity assigning the addresses, which would then
fill in the remainder of the NSAP address if it so chose. A second contribution describing
the overall dynamic address assignment mechanism was also presented. Both documents
will be made available as Internet-Drafts.
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Dual Stack Transition

Peter Ford presented his draft document on the Dual Stack Transition plan. It is an
“inside out” approach that begins with infrastructure deployment. It was pointed out that
this transition framework needed to be completed as soon as possible. The document is

available as an Internet-Draft.
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CURRENT MEETING REPORT

Reported by Mark Knopper/Merit

Minutes of the Joint Session of the TUBA and TPIX Working Groups

The two groups met jointly during the second scheduled TUBA session, primarily to discuss
the CATNIP proposal. Several other TUBA items remained to be discussed after the first
meeting.

Ross Callon began by introducing his ideas on CLNP header compression and flow setup, in
relation to the CATNIP ideas. This was followed by a presentation of the CATNIP paper
by Rob Ullman.

Editor’s Note: Details from each of these presentations and a summary of discussion
is available via FTP or mail server from the remote directories as /ietf/tuba/tuba-tpiz-
minutes-93nov.trt. Refer to Section 1.2 of the proceedings for retrieval instructions.

TUBA Transition Plan (Dave Piscitello)

Dave worked with Tracy Mallory and Jim Bound to develop an outline of a transition plan.

Editor’s Note: A transcript of Dave’s slides is available via FTP or mail server from the

remote directories as /ietf/tuba/tuba-tpiz-minutes-93nov.txt. Refer to Section 1.2 of the
proceedings for retrieval instructions.

This outline was well received as a good start to a transition plan paper. Some of the
points included in the transcript were comments added from the attendees. It was also

suggested that the transition plan paper be very clear about where changes are need to
hosts as distinguished from routers.

ISO Liaison (Peter Ford)

Peter gave an overview of the current status of the liaison between ISOC and ISO.

Vint Cerf and Jack Houldsworth had discussions at the last IETF. ISOC recently forwarded
two letters to ISO—these are Internet-Drafts. Also there is an Internet-Draft, “Liaison
between Internet and other Standardization Agencies,” by Christian Huitema on this topic.
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For TUBA, the issue is change control. Lyman Chapin is working on document distribu-
tion. RFC 1310 bis contains language about ceding all copyright control to IETF from
ISO. Document review and comments are encouraged. The document can be found in
the Internet-Drafts directory. One issue is how can the IETF take documents from other
standards bodies into the Internet Standards process?

Concerning the Memorandum of Understanding between ISO and ISOC, Peter felt that
convergence in the network layer should be suggested. Also there should be an address
change control for the base network protocol document. The SC6 contribution is in line
with this.

Peter Furniss is a SC21 member. Both groups claim to be more open than the other.
ISO did not understand how IETF/ISOC process works and comes to consensus. Scott
Bradner pointed out that RFC 1310 is a description of our process and can be used to help
communicate to other groups.

It was discussed that either ISO can retain change control and IETF can have official liaison
to ISO; or the IETF can take a clone of CLNP and diverge (with report back to ISO).

CLNP Routing in Europe (Alex Reijnierse)

Alex presented a connectivity diagram of the CLNP Internet from the European (Eu-
ropanet) perspective.
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2.4 Network Management Area

Director:
e Marshall Rose: mrose.iesg@dbc.mtview.ca.us

Area Summary reported by Marshall Rose/Dover Beach Consulting

A working group is either active or inactive. Active working groups have charters to develop
documents. Inactive working groups have no charter — typically because they have com-
pleted their previous charter. These inactive working groups (and their mailing lists) serve
as a forum for implementors. When a standards-track document produced by a working
group is ready for further evaluation or new documents are appropriate, the working group
is re-chartered accordingly.

Due to a lack of senior technical resources in the Network Management area, there is a
moratorium on new working groups for the 1993 calendar year. At the beginning of 1994,
this policy will be revisited. Until then, only things of the utmost urgency will be receive
any consideration for possible working group activation. This policy does not apply to
working groups currently inactive, awaiting re-activation due to standards-track activity.

ATM MIB Working Group (ATOMMIB)

The working group is active, editing “Definitions of Managed Objects for ATM Management
Version 4.0” (draft-ietf-atommib-atm-01.txt) and “Definitions of Managed Objects for the
SONET/SDH Interface Type” (draft-ietf-atommib-sonet-01.txt).

The SONET draft is completed, but a few issues remain on the ATM draft. Completion is
expected by early December 1993.

Bridge MIB Working Group (BRIDGE)

The working group is inactive, awaiting the next stage for RFC 1493 and RFC 1525.
BRIDGE is eligible to re-activate in April 1994.

Character MIB Working Group (CHARMIB)

The working group is active, waiting for the Interfaces MIB Working Group (IFMIB) to
complete the “Evolution of the Interfaces Group of MIB-II” Internet-Draft before proceeding
with the evaluation of RFCs 1316-1318 (Proposed Standards) with respect to the standards
track.
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DECnet Phase IV MIB Working Group (DECNETIV)

The working group is active, waiting for an IESG action on “DECnet Phase IV MIB Ex-
tensions” (draft-ietf-decnetiv-mibext-03.txt). The IESG is considering whether to elevate
this document to Draft Standard status.

FDDI MIB Working Group (FDDIMIB)

The working group is inactive, awaiting the next stage for RFC 1285 and RFC 1512. FD-
DIMIB is eligible to re-activate in March 1994.

Frame Relay Service MIB Working Group (FRNETMIB)

The working group is active, editing “Definitions of Managed Objects for Frame Relay
Service” (draft-ietf-frnetmib-fr-04.txt). Completion of the Frame Relay Service MIB is
expected by mid-November 1993.

Host Resources MIB Working Group (HOSTMIB)

The working group is inactive, awaiting the next state for RFC 1514 (Proposed Standard).
HOSTMIB is eligible to re-activate in March 1994.

IEEE 802.3 Hub MIB Working Group (HUBMIB)

The working group is inactive, awaiting the next stage for RFC 1515 (Proposed Standard)
and RFC 1516 (Draft Standard). HUBMIB is eligible to re-activate in March 1994.

Interfaces MIB Working Group (IFMIB)

The working group is active, editing “Evolution of the Interfaces Group of MIB-II” (draft-
ietf-ifmib-evolution-04.txt) and “Management Information Base for Management of Net-
work Connections” (draft-ietf-ifmib-conntable-00.txt).

Both the Interfaces Evolution and Connection Table MIBS are virtually completed. Wrap-
up is expected by mid-November 1993. Following this, the working group is chartered to
evaluate RFCs 1229, 1231, 1304 (Proposed Standards), and 1398 (Draft Standard) with
respect to the standards track.
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Mail and Directory Management Working Group (MADMAN)

The working group is active, waiting for editorial updates. The Network Management Direc-
torate (NMDIR) completed its evaluation of “Network Services Monitoring MIB” (draft-ietf-
madman-networkmib-05.txt), “Mail Monitoring MIB” (draft-ietf-madman-mtamib-06.txt),
and “X.500 Directory Monitoring MIB” (draft-ietf-madman-dsa-mib-05.txt). The editors
are producing new drafts.

Modem Management Working Group (MODEMMGT)

The working group is active, reviewing “Modem MIB” (draft-ietf-modemmgt-mdmmib-
00.txt). The group reviewed its first draft, but concensus is lacking. MODEMMGT is also
late in meeting its milestones. The area director has given the working group until January

31, 1994 to reach concensus on a completed draft; otherwise, the working group will be
terminated.

Remote LAN Monitoring Working Group (RMONMIB)

The working group is active, evaluating RFC 1271 (Proposed Standard) with respect to the
standards track.

SNA DLC Services MIB Working Group (SNADLC)

The working group is active, editing “Definitions of Managed Objects for SNA Data Link
Control: SDLC” (draft-ietf-snadlc-sdlc-mib-00.txt). The SDLC MIB is expected to be
complete by mid-December 1993.

SNA NAU Services MIB Working Group (SNANAU)

The working group is active, editing “Definitions of Managed Objects for SNA NATUs”

(draft-ietf-snanau-snamib-00.txt). The NAU MIB is expected to be complete by mid-
December 1993.

SNMP Version 2 Working Group (SNMPV2)

The working group is inactive, awaiting the next stage for RFCs 1441-1452 (Proposed
Standards). SNMPV2 is eligible to re-activate in October 1994.
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Token Ring Remote Monitoring Working Group (TRMON)

The working group is inactive, awaiting the next state for RFC 1513 (Proposed Standard).
TRMON is eligible to re-activate in March 1994, but will not do so. Instead, the RMONMIB
Working Group will be tasked to evaluate RFC 1513.

DS1/DS3 Working Group (TRUNKMIB)

The working group is inactive, awaiting the next stage for RFCs 1406 and 1407 (Proposed
Standard). TRUNKMIB is eligible to re-activate now. However, it will remain inactive
until the beginning of 1994.

Uninterruptible Power Supply Working Group (UPSMIB)

The working group is active, editing “UPS Management Information Base” (draft-ietf-
upsmib-00.txt).

UPSMIB is several months overdue based on milestones in its charter. The area director
has given the working group until November 26, 1993 to reach concensus on a completed
draft; otherwise, the working group will be terminated.

X.25 Management Information Base Working Group (X25MIB)

The working group is inactive, awaiting the next stage for RFCs 1381-1382 (Proposed
Standards). X25MIB is eligible to re-activate now. However, it will remain inactive until
the beginning of 1994.
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CURRENT MEETING REPORT

Reported by Joel Gyllenskog/Hewlett-Packard
Minutes of the Printer MIB BOF (PRINTMIB)

A meeting of the PrintMIB BOF was held Wednesday, November 3, 1993 from 1600-1800
at the IETF meeting in Houston. The meeting was chaired by Joel Gyllenskog of Hewlett-
Packard. Marshall Rose, the Network Management Area Director was present.

Of the twenty-three whose names were on the roster, all but five asked to have their names
added to the mailing list.

The agenda, as posted on the Internet, was presented. Joel gave a brief history of some
of the changes in printing on LANs over the past five years. He provided rationale as
to why the printer manufacturers have an interest in having their printers be manageable
in a network environment. He talked about other efforts that have occurred or that are
underway including the DMTF printer team. This group had representatives of thirteen
different printer manufacturers at their October meeting, along with representatives from
other companies with an interest in the use of printers. The goal of the group is to specify
a set of objects that can be used to manage printers and to have that set be the same for
the DeskTop as for the network. This desire is shared by members of COSE and DSIS.

A discussion of the potential number of objects that would fall into a standard printer MIB

was led by Marshall. The sense of the group was that there will probably be on the order
of from forty to sixty objects.

Steve Waldbusser led a discussion of existing MIBs and how they may be used by print-
ers. This includes the Host MIB, MIB II, and the Character MIB. Steve has indicated a
willingness to provide technical oversight to the group.

The idea was put forward that fonts, spooling, and print job management are not part of the
set that will be included in the print MIB. These areas are interesting and important, but
their inclusion would add significantly to the effort of the group and decrease the likelihood
of a timely completion of the MIB.

The areas that were discussed that the group felt could profitably be included in a print
MIB included: Print Engine, Interpreters, Media, Input Sources, and Output Destinations.

Those present indicated the importance of using the net to allow broad input and partici-
pation.

A discussion of the time schedule proposed resulted in a recommendation that the charter

specify completion by the July IETF meeting, but that the group work to accomplish the
task by May.
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The consensus of those in attendance was that a proposed charter be given to the Area
Director with the recommendation that a Print MIB Working Group be established.
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2.4.1 ATM MIB (ATOMMIB)

Charter

Chair(s)

Kaj Tesink: kaj@cc.bellcore.com

Mailing Lists

General Discussion: atommib@thumper.bellcore.com
To Subscribe: atommib-request@thumper.bellcore.com
Archive:

Description of Working Group

The AToM MIB Working Group is chartered to define sets of managed objects
which will be useful in the management of ATM and SONET equipment, inter-
faces, networks, and/or services that conform to the relevant ATM and SONET
specifications. The initial sets defined will be:

- An interface-specific MIB for ATM interfaces, which is aligned with the man-
aged objects for interface layering being defined by the Interfaces MIB Working
Group. The working group should consider the ATM Forum’s ILMI MIB for
its suitability in this respect, plus any extensions necessary to instrument the
layers between the ATM layer and the IP layer (e.g., AAL5). The latter should
take into account the work of the IP over ATM Working Group (e.g., the
“Multi-Protocol over AAL5” specification).

- Managed objects for the monitoring and control of ATM PVCs and SVCs,
both in ATM end-points and in ATM switches or networks. (Objects for ATM
SVCs will be considered after completion of the work on ATM PVCs.)

- Managed objects that instrument devices with SONET interfaces that conform
with the relevant SONET specifications. This work should closely align to other
trunk MIBs (DS1/E1 MIB, DS3/E3 MIB). The working group should consider
the existing Internet-Draft SONET MIB for its suitability in this respect.

Goals and Milestones

Done

Dec 1993

Post an Internet-Draft of the ATM and SONET MIB.

Standard.

Internet-Drafts

207

Submit the ATM and SONET MIB to the IESG for consideration as a Proposed

“Definitions of Managed Objects for the SONET/SDH Interface Type”, 01/03/1994,

Tracy Brown, Kaj Tesink <draft-ietf-atommib-sonet-04.txt>
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“Definitions of Managed Objects for ATM Management Version 4.0”,12/22/1993,
M. Ahmed, K. Tesink <draft-ietf-atommib-atm-03.txt>
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CURRENT MEETING REPORT

Reported by Kaj Tesink/Bellcore

Minutes of the ATM MIB Working Group (ATOMMIB)

SONET MIB

The current Internet-Draft, ietf-draft-atommib-sonet-01.txt, is considered complete. The
meeting participants decided unanimously to recommend this Internet-Draft to the area
director for further processing by the Network Management Area Directorate (NMDIR)
and the IESG as a Proposed Standard.

ATM MIB

o Use of ifTable for the ATM Level

The mapping in the current Internet-Draft was agreed upon with a minor amendment
to the mapping of ifOutErrors.

o Use of ifTable for AALS

A new approach was adopted. The detailed text will be worked out on the mailing
list. The approach treats AAL5 entities in switches as connected with the switch
through a virtual interface; in hosts the AALS5 level is directly stacked on the ATM
level. The approach also requires a small AAL5-specific table in the ATM MIB for
AALS5 error counters. Explanatory text on this subject will also be included in the
specification.

¢ Modeling of ATM Connections

The small group tasked at the Amsterdam meeting has identified two approaches.
Ted Brunner identified the approaches:

1. Proposal Bob - Similar to what is contained in the current ATM MIB and Frame
Relay MIB Internet-Drafts.

2. Proposal Dave - Takes a common approach for hosts, switches, and services.

The meeting participants decided to proceed with an approach, dubbed “Henrietta”,
that combines the strong points of Dave and Bob. The current MIB will be amended

as appropriate. Detailed text as to how to do orderly connection setup will also be
included.
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¢ Any Other ATM MIB Issues

The proposal, to combine the separate VPL and VCL tables into a single table, and
the VCC and VPC tables into a single table, was reviewed. This proposal was not
adopted.

e Status of the ATM MIB

Beyond the details mentioned earlier, no other open issues where identified. It was
decided unanimously to recommend this Internet-Draft to the area director for further
processing by NMDIR and the IESG as a Proposed Standard after these details have
been fixed on the mailing list. The target is to wrap up before the end of the year
(in accordance with the charter).

e ATM Management Beyond the ATM MIB

Some interest had been expressed to pursue management of switched virtual cir-
cuits (SVC). However, it was decided not to pursue this at this time. Consequently,
the working group can be inactivated after the ATM MIB and SONET MIB have
been progressed as Proposed Standards. The mailing list will remain active for the

exchange of implementation experience or any other ATM/SONET management dis-
cussion.

Generic Connection Table

Ken Rodeman gave a presentation on a generic approach to the management of virtual
connections, suggesting a common approach for frame relay and ATM. The generic ap-
proach would serve as an umbrella over connection tables that are specific to frame relay or
ATM. The contents of the specific tables would not be affected by adoption of the generic
approach. Rather, the specific approach would simplify the overall management of connec-
tions. Discussion of this topic was deferred to the Interfaces MIB Working Group.
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2.4.2 Character MIB (CHARMIB)

Charter

Chair(s)

Bob Stewart: rlstewart@eng.xyplex.com

Mailing Lists
General Discussion: char-mibQdecwrl.dec.com
To Subscribe: char-mib-request@decwrl.dec.com
Archive:

Description of Working Group

The Character MIB Working Group is chartered to prepare a recommendation
to the IESG evaluating RFCs 1316-1318 (the Character MIBs) with respect to
the standards track.

The recommendation will document implementation, interoperability, and de-
ployment experience. If these experiences suggest that changes should be made
to the documents, new drafts may be prepared. The recommendation will
report one of four outcomes for each RFC:

- That the RFC should be advanced from Proposed to Draft status, without
changes (if no problems are found);

- That a draft prepared by the working group should replace the RFC, and be
designated a Draft Standard (if only minor changes are made);

- That a draft prepared by the working group should replace the RFC, and be
designated a Proposed Standard (if major changes or feature enhancements are
made); or, '

- That the RFC should be designated as Historic (if this technology is prob-
lematic).

Goals and Milestones

Done

Done

Done
Done

Done

Mailing list discussion of Charter and collection of concerns.

Discussion and final approval of Charter; discussion on models and terminology.
Make writing assignments.

First draft document, discussion, additional drafts, special meeting?
Review latest draft and if OK, give to IESG for publication as RFC.

Reactivation of Working Group to prepare the Character MIBs for Draft Stan-
dard. :
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Jun 1993 Post an Internet-Draft with the results of the survey of implementation and
operational experiences with the Character MIBs. Post revised MIB documents
if necessary.

Aug 1993  Submit the Character MIBs to the IESG for consideration as Draft Standards.

Request For Comments

RFC 1316 “Definitions of Managed Objects for Character Stream Devices”
RFC 1317  “Definitions of Managed Objects for RS-232-like Hardware Devices”
RFC 1318 “Definitions of Managed Objects for Parallel-printer-like Hardware Devices”
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2.4.3 Frame Relay Service MIB (FRNETMIB)
Charter

Chair(s)
James Watt: james@newbridge.com

Mailing Lists
General Discussion: frftc@nsco.network.com
To Subscribe: frftc-request@nsco.network.com
Archive:

Description of Working Group

The Frame Relay Service MIB Working Group is chartered to define an initial
set of managed objects which will be useful for customer network management
of a provider’s Frame Relay Service. The working group will consider existing
definitions, including the Frame Relay Forum’s work in this area. The objects
defined by the working group will be consistent with the SNMP framework.

The working group will coordinate with both the Frame Relay Forum and the
ATM MIB Working Group.

Goals and Milestones

Done Post the initial Internet-Draft for discussion.

Dec 1993  Submit the Frame Relay Service MIB to the IESG for consideration as a Pro-
posed Standard.

Internet-Drafts

“Definitions of Managed Objects for Frame Relay Service”, 01/06/1994, T.
Brown <draft-ietf-frnetmib-fr-07.txt>

“Service Management Architecture for Virtual Connection Services”, 07/02/1993,
K. Rodemann <draft-ietf-frnetmib-virtual-sma-01.txt>
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CURRENT MEETING REPORT

Reported by James Watt/Newbridge Networks Corporation

Minutes of the Frame Relay Service MIB Working Group (FRNETMIB)

Agenda

Administrivia
Comments from the chair of the FRFTC Working Group
Discussion of non-Connection model issues

Discussion of Connection model Issues
Wrap Up

Comments from the Chair of the FRFTC Working Group

Andy Malis summarized the latest meeting of the corresponding working group in the Frame
Relay Forum Technical Committee (FRFTC). They held a walk-through of the MIB with
a small number of people and were satisfied with the current state.

Frame Relay MIB

The current Internet-Draft (draft-ietf-frnetmib-04.txt) will be complete pending:

¢ A few editorial changes

e Any changes to the connection model to align it with the ATOMMIB connection
model

Once these items are finished, the group agreed that the updated Internet-Draft should
be forwarded to the Area Director for processing by the Network Management Directorate
(NMDIR) and submitted to the IESG for consideration as a Proposed Standard.

Frame Relay and ATM MIB Connection Model Issues

Subsequent discussions in the ATM MIB (ATOMMIB), Frame Relay Service MIB (FRNET-
MIB) and Interfaces MIB (IFMIB) Working Groups led to the adoption of a new connection
model for both the ATM and FRNET MIBs.
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Conclusion

The updated Internet-Draft will be circulated on the mailing list by 22 November 1993
for comment. Given the recommendation of those present in Houston, there are no known
reasons to prevent this document from being forwarded.
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2.4.4 Interfaces MIB (IFMIB)
Charter

Chair(s)
Ted Brunner: tob@thumper.bellcore.com

Mailing Lists
General Discussion: if-mib@thumper.bellcore.com
To Subscribe: if-mib-request@thumper.bellcore.com
Archive: thumper.bellcore.com:pub/tob/ifmib

Description of Working Group

The Interfaces MIB Working Group is chartered to accomplish two tasks.

First, to develop a collection of managed objects which model the relation
between different entities in the data link and physical layers. The working
group will explore different modeling approaches in order to develop a collection
of objects which is both correct in the modeling sense and has an acceptable
impact (if any) on the interfaces table from MIB-II and all media MIB modules
on the standards track or under development by a working group. The objects
defined by the working group will be consistent with the SNMP framework.

Second, to prepare a recommendation to the IESG evaluating RFC 1229 (the
interface-extensions MIB), RFC 1231 (the token-ring MIB), RFC 1304 (the
SMDS MIB), and RFC 1398 (the ethernet-like MIB) with respect to the stan-
dards track.

The recommendation will document implementation, interoperability, and de-
ployment experience. If these experiences suggest that changes should be made
to the documents, new drafts may be prepared.

For RFCs 1229, 1231, and 1304, the recommendation will report one of four
outcomes for each RFC:

- that the RFC should be advanced from Proposed to Draft status, without
changes (if no problems are found);

-that a draft prepared by the working group should replace the RFC, and be
designated a Draft Standard (if only minor changes are made);

- that a draft prepared by the working group should replace the RFC, and be

designated a Proposed Standard (if major changes or feature enhancements are
made); or,

- that the RFC should be designated as Historic (if this technology is problem-
atic).

For RFC 1398, the recommendation will report one of five outcomes:
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- that the RFC should be advanced from Draft to Full status, without changes
(if no problems are found);

- that a draft prepared by the working group should replace the RFC, and be
designated a Standard (if only editorial changes are made);

- that a draft prepared by the working group should replace the RFCs, and be
designated a Draft Standard (if only minor changes are made);

- that a draft prepared by the working group should replace the RFC, and be
designated a Proposed Standard (if major changes or feature enhancements are
made); or,

- that the RFC should be designated as Historic (if this technology is problem-
atic).

Goals and Milestones

Done Post the interface layering document as an Internet-Draft.

Sep 1993  Submit the interface layering document to the IESG for consideration as a
Proposed Standard.

Sep 1993  Issue a call for implementation and operations experience with RFCs 1229,
1231, 1304, and 1398.

Oct 1993 Evaluate experience and if necessary post revised MIBs as Internet-Drafts.

Dec 1993  Submit recommendations on the various MIBs to the IESG.

Internet-Drafts

“Evolution of the Interfaces Group of MIB-117, 12/17/1993, K. McCloghrle F.
Kastenholz <draft-ietf-ifmib-evolution-07.txt>

“Management Information Base for Management of Network Connections”,
10/21/1993, K. Rodemann <draft-ietf-ifmib-conntable-00.txt>



2.4. NETWORK MANAGEMENT AREA 221

CURRENT MEETING REPORT

Reported by Theodore Brunner/Bellcore

Minutes of the Interfaces MIB Working Group (IFMIB)

Discussion focussed on the “Evolution of the Interfaces Group of MIB II” Internet-Draft
of October 20, 1993. The discussion reviewed issues raised on the mailing list and was the
final forum for concerns about the Internet-Draft before it was forwarded from the IFMIB
Working Group to the Area Director for consideration as a Proposed Standard.

Evolution of the Interfaces Group of MIB II Internet-Draft

Editor’s Note: Summaries of issues discussed are available via FTP or mail server from

the remote directories as /ietf/ifmib/ifmib-minutes-93nov.tat. Refer to Section 1.2 of the
proceedings for retrieval instructions.

Generic Connection Table

An initial presentation was made on the motivation for the current document, and a number
of questions were raised, but not fully answered. There is concern as to whether this would
delay the ATM and Frame Relay MIBs nearing completion now.

The following questions were raised:

e Will there be benefits to all constituencies from such a generic model (ATM/Frame
Relay or CNM/Device Management)?

e What is the meaning of a connection AdminStatus versus media specific AdminSta-
tus?

¢ Is cnTable mandatory?

¢ Does cnTable contain any additional information to what is in the media specific
tables?

o Is there a difference between CNM and device cross connect?

There is a desire to pursue an effort on generic connection tables, but there is no desire to
delay existing efforts; the ATM and Frame Relay MIBs will proceed as scheduled. A generic
connection effort will start, and be formulated as an independent addition to those efforts.

It is presumed that the questions raised at this meeting will be addressed as part of that
effort.
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2.4.5 Modem Management (MODEMMGT)

Charter

Chair(s)
Mark Lewis: Mark.S.Lewis@telebit.com

Mailing Lists
General Discussion: modemmgt@Telebit.com
To Subscribe: majordomo@Telebit.com
In Body: subscribe modemmgt <email address>
Archive: ftp.telebit.com:~/pub/modemmgt

Description of Working Group

The Modem Management Working Group is chartered to define a MIB module
for dial-up modems and similar dial-up devices. This MIB module will provide a
set of objects that are the minimum necessary to provide the ability to monitor
and control those devices, and will be consistent with the SNMP framework
and existing SNMP standards.

The working group will consider existing specifications including the RS-232-
like, Character, PPP and other related MIB modules. It will consider enterprise-
specific MIB modules which support modem-like devices. The working group
will also consider the TSB Study Group 14’s work on an OSI CMIS/CMIP
object definition for V series DCEs entitled “Managed Object Template for
V-Series DCE’s.”

Goals and Milestones

Done Post an Internet-Draft of the Modem Management MIB.

Oct 1993  Submit the Modem Management MIB to the IESG for consideration as a Pro-
posed Standard.

Internet-Drafts

“Modem MIB”, 10/26/1993, L. Brown, R. Roysten, S. Waldbusser <draft-ietf-
modemmgt-mdmmib-00.txt>
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CURRENT MEETING REPORT

Reported by Mark Lewis/Telebit Corporation

Minutes of the Modem Management Working Group (MODEMMGT)

Summary

The third meeting of MODEMMGT was attended by twenty or so people. The Network
Management Area Director noted that the group was behind schedule and would be given
until January 31, 1994 to reach consensus or the working group would be disbanded.

The group discussed various ways to meet this deadline and agreed to pursue a phased

approach. The group will focus on a MIB of core objects and defer other objects to a MIB
of extensions.

It was suggested that the group reconsider the work done by the CCITT (now ITU) known
as V.im (now V.58). It was agreed that V.58 would be considered a super-set of objects
from which the set of core objects would be taken. Objects could be renamed and be
explicitly mapped to the corresponding V.58 object with notes in the description. Changes
in structure would be made only where justified.

The structure of the working group’s draft of the core objects was analyzed. It was agreed
that it would be reduced to five groups of objects. The objects within each group will be
refined by the authors. The grouping of core objects is as follows:

mdmIDGroup Identity of the modem .
mdmlLinelnterfaceGroup Configuration and state of line interface
mdmDTEInterfaceGroup Configuration and state of DTE interface
mdmCallControlGroup Call control configuration and state of last call
mdmStatisticsGroup Statistics of the modem

Internet-Draft Discussion

Editor’s Note: An itemized list of document changes is available via FTP or mail server from
the remote directories as /ietf/modemmgt/modemmgt-minutes-93nov.tzt. Refer to Section
1.2 of the proceedings for retrieval instructions.

The Next Step

The five groups of core objects will be divided among the authors for further editing. Each
group will be treated individually on the mailing list. The groups must be carefully evalu-
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ated and extensively discussed on the mailing list. Thanks to those who have contributed
time and expertise to this project.
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2.4.6 Remote LAN Monitoring (RMONMIB)

Charter

Chair(s)

Mike Erlinger: mike@jarthur.claremont.edu

Mailing Lists

General Discussion: rmonmib@jarthur.claremont.edu
To Subscribe: rmonmib-request@jarthur.claremont.edu
Archive: jarthur.claremont.edu:/pub/rmon

Description of Working Group

The RMON Working Group is chartered to prepare a recommendation to the
IESG evaluating RFC 1271 (the RMON MIB) with respect to the standards
track.

The recommendation will document implementation, interoperability, and de-
ployment experience. If this experience suggests that changes should be made
to the document, a new draft may be prepared. The recommendation will
report one of four outcomes:

- that RFC 1271 should be advanced from proposed to draft status, without
changes (if no problems are found);

- that a draft prepared by the working group, should replace RFC 1271, and
be designated a draft standard (if only minor changes are made);

- that a draft prepared by the working group, should replace RFC 1271, and

be designated a proposed standard (if major changes or feature enhancements
are made); or,

- that RFC 1271 should be designated as historic (if this technology is prob-
lematic).

Goals and Milestones

Done

Done

Re-activation of WG, call for discussion of experiences.

Meet at IETF to classify and evaluate experiences.

Apr 1994 Submit recommendation, possibly with new draft, to IESG.

Request For Comments

RFC 1271 “Remote Network Monitoring Management Information Base”
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CURRENT MEETING REPORT

Reported by Edward Alcoff/Network Application Technology and Michael Er-
linger/Harvey Mudd College

Minutes of the Remote LAN Monitoring Working Group (RMONMIB)

Agenda - Monday’s Session

Presentation of new charter.

Discussion of experiences that may affect RFC 1271 changes.
Discussion of the four advancement options for RFC 1271.
Consensus on the particular option to be pursued for RFC 1271.
Discussion of areas of RFC 1271 that should be modified.

The chair presented the new charter:

The RMON Working Group is chartered to prepare a recommendation to the
IESG evaluating RFC 1271 (the RMON MIB) with respect to the standards
track.

The recommendation will document implementation, interoperability, and de-
ployment experience. If this experience suggest that changes should be made to
the document, a new draft may be prepared. The recommendation will report
one of four outcomes:

1. That RFC 1271 should be advanced from proposed to draft status, with-
out changes (if no problems are found);

2. That a draft prepared by the working group, should replace RFC 1271,
and be designated a Draft Standard (if only minor changes are made);

3. That a draft prepared by the working group, should replace RFC 1271,
and be designated a Proposed Standard ( if major changes or feature
enhancements are made); or,

4. That RFC 1271 should be designated as historic (if this technology is
problematic).

After some discussion, the consensus was that a draft prepared by the working group should
replace RFC 1271 and be designated a Draft Standard, with minor changes to be made.
Work on version 2 of RMON was delayed until the Spring IETF, to allow RFC 1271 to
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progress through the standards track. The RMON mailing list would also be polled for
consensus on this strategy.

Steve McRobert stated that the EtherStats group is incorrectly specified, with regards to
dribble bits. Steve Waldbusser agreed and said that RMON implementors were developing
RMON the way it made sense to and not the way the RFC specified. McRobert had posted
several other items with regards to the EtherStats group and Waldbusser said that fixing
them should be a relatively easy task. The Chair said that he would bring the information
on this matter to the second session of the RMON working group for discussion.

The RMON working group has also been tasked to write up RMON interoperability issues
and information with regard to RMON implementation experience. Steve Waldbusser said
that he would help coordinate this effort. Bob Stewart also suggested that the working
group start a new features list for consideration for the next version of RMON. The chair
then solicited extensions to the RMON that have been implemented by the vendors. This
request will also be passed to the RMON mailing list.

The chair then presented a list of fourteen areas for change to RFC 1271 to the meeting
and the working group added three more for discussion.

Editor’s Note: An itemized list of changes is available via FTP or mail server from the

remote directories as /ietf/rmonmib/rmonmib-minutes-93nov.tzt. Refer to Section 1.2 of
the proceedings for retrieval instructions.

The floor was then opened to general questions and contributions.

Thursday’s Session

The Thursday meeting was initially dedicated to discussion of the AMD (Jan Crayford and
Steve McRobert) concerns with the Ether Stats table.

By the time of the meeting these issues had been resolved by Steve Waldbusser and Steve

McRobert. Basically, RMON implementations were doing the ‘right thing’, but the RFC
text was unclear.

The agreed-upon changes were:

e Remove the incorrect definition of alignment errors.
o Define the term “bad packets” that is used frequently.

e Mention that the collisions object is naturally dependent on the position of the probe
in the network.

One of Steve McRobert’s issues that consensus could not be reached on was that the
RMON’s usage of the term jabbers was different than the 802.3 definition.
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Two possible solutions were proposed:

1. Deprecate the current object (and object ID) and re-create another with the right
name.

2. Add text to the description field that says: “Note that this is not the same as 802.3’s
definition of a jabber.”

Consensus on this issue will be sought on the mailing list.

A broad discussion on RMON related to silicon implementation ensued. Two approaches
materialized:

1. Wholesale modification of the current RMON specification, and

2. Keeping the current specification stable while acknowledging that RMON II will
seriously consider hardware implementation issues, and therefore may not remain
compatible with the current RMON. The working group agreed to the second strategy.

One particular concern that was discussed for silicon implementations is that no performance
gains can be achieved for filtering when the acceptType is set to acceptFailed. After some
discussion it was identified as a general problem with formulas in “Sum of Products” form,
and that outlawing them is probably not the right solution given that these are useful for a
variety of filtering applications. The suggestion was made that RMON applications could
warn the user that the SOP form selected when setting acceptType to acceptFailed can be
very inefficient. ’
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2.4.7 SNA DLC Services MIB (SNADLC)

Charter

Chair(s)

Jeff Hilgeman: jeffh@apertus.com

Mailing Lists

General Discussion: snadlcmib@apertus.com
To Subscribe: snadlcmib-request@apertus.com
Archive:

Description of Working Group

The SNA DLC Working Group is chartered to define a set of managed objects
for the SDLC and LLC-2 data link controls for SNA networks. These objects
will be the minimum necessary to provide the ability to monitor and control
those devices, providing fault, configuration, and performance management,
and will be consistent with the SNMP framework and existing SNMP standards.

The working group will consider existing enterprise-specific MIB modules that
define objects which support management of these devices. The group may
choose to consider any work done by the IEEE in the area of managed object
definition for LLC-2. It will also make sure that its work is aligned with the
SNA NAU Services MIB Working Group, due to the close relationship between
the devices being worked on by the two groups.

The working group recognizes that managed objects for other SNA data link
controls and related components (e.g., QLLC, System/370 Channel, Data Link
Switching, and ESCON) may need to be identified in the future. These objects
are out of scope for the current charter; however, once the Group completes

its charter, a new charter identifying some or all of these components may be
considered.

Goals and Milestones

Done Mailing List discussion of vendor proprietary MIBs.
Done Post an Internet-Draft of the SNA DLC MIB.
Dec 1993

dard.

Internet-Drafts
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Submit the SNA DLC MIB to the IESG for consideration as a Proposed Stan-

“Definitions of Managed Objects for SNA Data Link Control: SDLC”,01/03/1994,

J. Hilgeman, S. Nix, A. Bartkey <draft-ietf-snadlc-sdlc-mib-01.txt>
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CURRENT MEETING REPORT

Reported by Jeff Hilgeman/Apertus Technologies

Minutes of the SNA DLC Services MIB Working Group (SNADLC)

The SNADLC Working Group met at the 28th IETF to continue working on the SDLC
MIB. There were twelve people in attendance.

The majority of the time was spent going through the MIB objects and further clarifying
their type, range, description, etc. Much of the effort during this working session was in
the area of consistency check. There will be a follow up posting to snadlcmib detailing the
changes in the MIB.

SDLC MIB

The group has focused exclusively on SDLC for the present time. Other DLCs that were
dropped at the formation of the working group were discussed (e.g., QLLC and channel).

The group had originally determined that it would not make the December 1993 due date
for delivery of the SDLC MIB and that it would shoot for early 1994. This was unacceptable
to the Network Management Area Director, Marshall Rose. The group must deliver the
final version of the Internet-Draft in December. This fact, coupled with the fact there are
no meetings currently planned between now and December, means the group has to use the
network to get the work done. The MIB editor has agreed to have a new version of the
SNA SDLC MIB every Thursday starting next week.

They will be submitted to the Internet-Draft administrator at CNRI for file name assign-
ment and distribution to the Internet-Draft directories but they will also be placed onto
the cisco FTP server each Thursday (probably in the evening, west coast time) for speed of
delivery to working group members.

In order to have a new revision of the Internet-Draft each Thursday evening, all proposed
changes to the draft must be submitted to the mailing list by 4:00 p.m. PST Thursday.
If there are no changes to the SDLC MIB for a particular week, a notice to that effect
will be posted to snadlcmib. Regardless of whether there is a new revision of the draft
available for a given week, the latest revision can always be found at ftp.cisco.com as
draft-ietf-snadlc-sdlc-mib.txt. If you have trouble accessing this file, send e-mail directly to
wclark@cisco.com.
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LLC2 MIB

The group had no plans to look at the LLC2 MIB. There was some discussion of deferring
this to a future working group, though Ken Key proposed that the existing SNADLC
Working Group develop a new charter and a new timeline specifically for LLC2. In other

words, a new working group is not necessary but a redirection of the existing group would
do.

MIB Architecture

The SDLC MIB sits beneath the SNA NAU Services MIB and is referenced by it. There is
a tight coupling between the SDLC MIB and RS-232 MIB since many of the port attributes
for SDLC are addressed by RS-232. Extensions to the RS-232 MIB will be proposed for
attributes that are unique to the SDLC environment (e.g., NRZI, controlled RTS, etc.).
(This will be the subject of a follow on posting to the snadlcmib mailing list.)

There are two managed entities in the MIB Architecture:

1. Physical ports
2. Logical link stations

There are three management tables:

1. admin table
2. oper table
3. stats table

The primary and secondary links are supported.

It was mentioned that there are five tables rather than the expected six. This is because
port statistics are covered in the RS-232 MIB.

Proposed Changes to the SDLC MIB Internet-Draft

Work on the MIB during the meeting included:

Error code definitions
Include branch number
Conformance statements
Others
— Statement in the MIB regarding the subject of “rationale” behind some of the
objects. This is so that a network administrator can actually use the MIB to
perform network management operations (what a concept!).
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— Discussion of the need for dynamic row creation for ports and link stations.

~ Conformance of the SDLC MIB’s SMI to the syntax of SNMPv?2 rather than
SNMPv1

MIB Changes

This topic will be covered in detail in a follow on posting to the snadlemib mailing list.

Editor’s Note: Highlights of the proposed changes to the MIB are available via FTP or
mail server from the remote directories as /ietf/snadlc/snadlc-minutes-93nov.tzt. Refer to
Section 1.2 of the proceedings for retrieval instructions.

Changes to the MIB resulting from this IETF meeting will be available by Monday, Novem-
ber 8.

Action Items

Several action items resulted from the meeting.

Wayne Clark Investigate the use of SNMPv2’s reference clauses within the SDLC
MIB. The latest FDDI MIB (RFC 1512) to be used as an example.

Check with Alan Bartky of Sync Research on the need for sdlcLSAd-
minXid.

E-mail the list of RS-232 requirements to snadlcmib for review. This

is in preparation for making the list available to the RS-232 MIB
working group

Submit changes to draft-ietf-snadlc-sdlc-mib.txt by Monday, Novem-
ber 8. .

Ken Key Investigate the applicability of row creation for SDLC link stations
and make a recommendation to the working group.

Jeff Hilgeman Query snadlcmib to see if the timestamps in the MIB are useful.
(Objects in question are sdlcLSOperCreateTime, etc.)

Shannon Nix Investigate whether there is any overlap between the timestamps and
those in the ifTable.

Email recommendations on MIB object name changes so as not to
clash with NCP-defined names.
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SNA DLC Services MIB - Working Group

IETF 28 Meeting of the SNA DIC WG
Tuesday, November 2, 1993.

Agenda

introductions

Working Group Background
SDLC MIB Review

Indentify Open Issues
Discuss Next Steps

20 E£F Conference. Houton, Nov, 2. 199

SNA DLC Services MIB - Working Group

Working Group Background

o Original Charter

o Modified Goals

o Current Status

200 EF Corderence. Housion, Mov. 2. 1993

SNA DLC Services MIB - Working Group

Working Group Background
' Modified Goals

o Wil not make 12/93 defiver of SDLC MIB
(shooting for early ‘94)

o No plans to look at LLC2 MIB.
(deferred to future W)

20 EF Conference. Mouston, Nov. 2, 1993

SNA DLC Services MIB - Worldng Group
SDLC MIB Review

o MIB Architecture

o Proposed changes to I-D

o Detailed review of I-D
(refer to MIB handout)

28 EF Corderence. Houston, Nov. 2. 1993
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MIB Architecture

20% IEF Conterence. Housion, Nov. 2, 1993

SNA DLC Services MIB - Working Group

Identify Open lIssues

20 EF Conderance. Houston, Nov. 2. 1993
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2.4.8 SNA NAU Services MIB (SNANAU)

Charter

Chair(s)

Zbigniew Kielczewski: zbig@eicon.qc.ca
Deirdre Kostick: dck2@mail.bellcore.com

Mailing Lists

General Discussion: snanaumib@thumper.bellcore.com
To Subscribe: snanaumib-request@thumper.bellcore.com
Archive: thumper.bellcore.com:pub/tob/snanaumib

Description of Working Group

The SNA NAU Services MIB Working Group is chartered to define a set of
managed objects for PU type 2.0, and LU type 1, 2, and 3 devices for SNA
networks. These objects will be the minimum necessary to provide the ability
to monitor and control those devices, providing fault, configuration, and per-
formance management, and will be consistent with the SNMP framework and
existing SNMP standards.

The working group will consider existing enterprise-specific MIB modules that
define objects which support management of these devices. It will also make
sure that its work is aligned with the SNA DLC Services MIB Working Group,
due to the close relationship between the devices being worked on by the two
groups.

The working group recognizes that managed objects for other components (e.g.,
PU Type 4, PU Type 5, LU Types 1, 3, 4, 6.2 (APPC), APPN EN, APPN NN
and APPI) may need to be identified in the future. These objects are out of
scope for the current charter; however, once the group completes its charter, a
new charter identifying some or all of these components may be considered.

Goals and Milestones

Jul 1993  Begin discussion of proprietary MIBS and develop a single proposal.

Done

Dec 1993

Post an Internet-Draft of the SNA NAU Services MIB.

Standard.

Internet-Drafts

“Definitions of Managed Objects for SNA NAUs”, 12/23/1993, Z. Kielczewski,
D. Kostick, K. Shih <draft-ietf-snanau-snamib-02.txt>
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Submit the SNA NAU Services MIB to the IESG fo consideration as a Proposed
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CURRENT MEETING REPORT

Reported by Deirdre Kostick/Bellcore

Minutes of the SNA NAU Services MIB Working Group (SNANAU)

The SNANAU Working Group met on November 3, 1993 to review the revised SNA NAU
MIB Draft.

New State Model for SNA Nodes

The working group identified a “state” model for SNA Nodes to clarify how objects proposed
in the snaNodeAdminTable and snaNodeOperTable would be used to control SNA nodes.
Dr. SNMP (Jeff Case) gave some greatly appreciated guidance. Diagrams 1 and 2 (attached
at the end of the notes) summarize the new model and usage of RowStatus, OperStatus
and AdminStatus.

The current draft of the SNA NAU MIB shall be updated to reflect this model.

Other MIB Revisions

Editor’s Note: A detailed list of changes to the MIB is available via FTP or mail server
from the remote directories as /ietf/snanau/snanau-minutes-93nov.trt. Refer to Section 1.2
of the proceedings for retrieval instructions.

Follow-up Review

The working group still needs to complete the detailed review of the remaining tables.
Definitions need to be cleaned-up. During the meeting, the working group did not have
time to review comments on the Session, Link, LU tables, etc.

Working Group members are encouraged to make comments on the mailing list preferably
with detailed additions, wording, changes, etc.

A conference call will be scheduled (November 8) to continue the MIB review. Results of
the call will be posted to the mailing list.

The group has a December deadline to complete the MIB work. There is still a lot of work
to do to make this date.



2.4. NETWORK MANAGEMENT AREA 245

Conformance/Compliance Statements

Zbigniew Kielczewski handed out a proposed first cut at conformance/compliance state-
ments. These will be updated and posted to the list.

Future SNA MIB Work

Additional SNA MIB work in 1994 may be approved by the Network Management Area
Director, if and only if, the current SNA NAU MIB is completed on schedule—by December,
1993.

The candidate work item for 1994 is to develop APPC-related management objects.

Work to identify APPN-related management objects could be pursued in parallel, for ex-
ample, by the AIW.

Next Version

The next version of the MIB will be posted to the mailing list by November 12. Zbigniew,
Kitty, Robin, and Deirdre volunteered to assist with editing.
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Diagram 1: Node State Model

I
| DOES NOT |
| EXIST [

I

| graceful stop or
| stop force
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Diagram 2: Using the Proposed snaNodeAdmin and snaNodeOper Tables

Admin Table Objects Oper Table Objects
RowStatus AdminStatus OperStatus
(no row entry) N/A N/A
To create a row inactive agent automatically
representing a creates a corresponding
node instance, entry in the
set RowStatus snaNodeOperTable with
= active OperStatus=inactive
active To activate agent changes
node, set node’s OperStatus=
AdminStatus waiting
= active
active active node changes to
“active”
active to stop node, stopping or inactive
set Shutdown | depending on Shutdown
Method to Method
appropriate
value &
AdminStatus
= inactive
invalid inactive inactive
see note#1

Notes:
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1. To delete a row, OperStatus and AdminStatus must both be = inactive. Row deletion
can be NMS or agent initiated: '

(a) The NMS sets RowStatus=invalid, or

(b) The agent detects that a row is in the “under creation” state for greater that
some default period, e.g., bmins

(c) After reboot, the row with RowStatus=inactive will not be included in the table

2. A new object, shutdownMethod, is needed. shutdownMethod should be 2 R/W object
with the following values:
(a) Graceful
(b) Forced
(¢) Rol - request on line?
(d) Other

The value of shutdownMethod is only valid for the instance that the “inactive” button
is pushed.
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2.4.9 Uninterruptible Power Supply (UPSMIB)

Charter

Chair(s)

Jeff Case: case@cs.utk.edu

Mailing Lists

General Discussion: ups-mib@cs.utk.edu
To Subscribe: ups-mib-request@cs.utk.edu
Archive: ucs.utk.edu:”/pub/ups-mib/mail-archive

Description of Working Group

This working group will produce a document that defines MIB objects for
use in monitoring and (possibly) controlling both high-end and low-end UPSs
and related systems (e.g., power distribution systems or power conditioning
systems). Related devices may be addressed in this effort to the extent that
the primary focus on UPSs is not compromised.

The MIB object definitions produced will be for use by SNMP and will be
consistent with existing SNMP standards and framework.

At its discretion, the working group may fulfill its charter by the development
of distinct MIB definitions for UPS systems of differing capabilities, but the
number of MIB definitions produced by the working group will not exceed two.

At its discretion, the working group may produce an additional document defin-
ing traps that support the management of UPSs.

Although the working group may choose to solicit input or expertise from other
relevant standards bodies, no extant standards efforts or authorities are known
with which alignment of this work is required.

Because the structure of UPS implementations varies widely, the working group
shall take special care that its definitions reflect a generic and consistent ar-
chitectural model of UPS management rather than the structure of particular
UPS implementations.

Goals and Milestones
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Done Hold Interim Working Group meeting to review draft.

Done Post initial draft MIB to Internet-Drafts.

Done Meet at March IETF meeting to reach closure on MIB document.

Apr 1993  Submit the UPS MIB to the IESG for consideration as a Proposed Standard.
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Internet-Drafts

“UPS Management Information Base”, 12/21/1993, J. Case <draft-ietf-upsmib-
03.txt>
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CURRENT MEETING REPORT

Reported by Jeff Case/University of Tennessee
Minutes of the Uninterruptible Power Supply Working Group (UPSMIB)

The UPS MIB Working Group met on Friday, November 5th, 1993, at the 28th Meeting of
the Internet Engineering Task Force, in Houston, Texas, USA.

The group conducted an intense review and re-write of the “UPS Management Information
Base” Internet-Draft (draft-ietf-upsmib-01.txt). Nearly every object changed in one way or
another in the marathon meeting which began at 9 a.m., and concluded about 5 p.m., as
scheduled and announced via the mailing list.

A new document reflecting the output of the meeting was posted to the mailing list soon
after the meeting. After further discussion and revision on the mailing list, it was submitted
as a new Internet-Draft, superceding draft-ietf-upsmib-01.txt.

The consensus in the Houston meeting was strong, and the work of the group is nearly
finished. It is almost certain that the Houston meeting will be the working group’s last
meeting before it’s charter is completed and the working group will go dormant until the
document is up for revision or new work items are chartered.
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2.5 Operational Requirements Area

Director
e Scott Bradner: sob@harvard.edu

Area Summary reported by Scott Bradner/Harvard University

Remote Printing on Global Facsimile Devices BOF (TPCINT)

Technical, operational, and financial basis for operation of remote printing services in the
tpc.int subdomain were discussed. Brief discussion of financial models of operation ensued.

BGP Deployment and Application Working Group (BGPDEPL) and CIDR
Deployment BOF (CIDRD)

Discussion topics:

Virtual CIDR test network

Software implementation and interoperability test check points
CIDR deployment plan check point and coordination
Aggregation registry

Block assignment guidelines

Class A usage with CIDR

Variable-length subnets usage and guidelines

Renumbering

® 6 6 & o ¢ o o

The Internet wide CIDR/BGP4 test network for network operators was described. Some
testing aggregate routes are being exchanged on the test network. Network operators are
encouraged to join and perform their tests. There was discussion of aggregate registry which
is proposed to register relevant information about aggregate routes. Presentations of policies
and procedure of (sub)allocating CIDR block addresses were given by NIC, RIPE and a

regional (Barrnet). These people will work on a document which will provide guidelines to
such task.

The mechanisms of how to use the remaining IP address space more efficiently with CIDR
were also explored. These include Class A space usage with CIDR, variable-length subnets
usage and renumbering. The general thinking is that well-documented procedures and
methods are the key. Tools help a great deal. Documents of using Variable-length subnets
and renumbering procedure will be produced by the group.
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Benchmarking Methodology Working Group (BMWG)

Scott Bradner opened the meeting stating that Jim McQuaid will be the new BMWG chair.
Bradner gave an overview of the working group activities and briefly reviewed the content
of the two working documents. He mentioned that both documents are available from
hsdndev.harvard.edu in the pub/bmwg directory.

The subject of adding modems to the document and methods for testing bridges and routers
was brought up. It was thought that adding modems would be straightforward.

The group then discussed the charter at some length, discussing aspects of the work which
was done and of the work which needed to be addressed in the future. The revised “goals
and milestones” section of the charter will reflect the future work of the working group.

A survey of research and articles on benchmarking methodologies will be conducted and
reported at the next meeting.

Generic Internet Service Description Working Group (GISD)

After discussion, the general consensus appears to be that the work done at the two previous
BOFs (then known as GISS) was basically correct. No additional aspects were asked for
except for the possible addition of a description of training.

The main action was for an “Aspects Guideline” document to be produced giving detail

of how to submit aspects and also containing an index of the aspects that still need to be
drafted.

Network Joint Management Working Group (NJM) and Network Status
Reports (NETSTAT)

Status reports were received from:

Bill Manning about Sesquinet

Michael Patton about the Defense Simulation Internet (DSI)
Jeff Burgan about the NASA Science Internet

Jordan Becker about ANS

Mike O’Dell about Alternet

Scott Bradner about CoREN

Bernhard Stockman about the Ebone
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CURRENT MEETING REPORT

Minutes of the CIDR Deployment BOF (CIDRD)

The minutes of the joint BGPDEPL/CIDRD session follow the BGPDEPL charter.

attendee list below is from the joint session.
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CURRENT MEETING REPORT

Reported by Carl Malamud/Internet Multicasting Service
Minutes of the Remote Printing on Global Facsimile Devices BOF (TPCINT)

The BOF on “Remote Printing on Global Facsimile Devices” was sucessfully conducted
at the 28th IETF with no subpoenas or other disruptions. We discussed the technical,

operational, and financial basis for operation of remote printing services in the tpc.int
subdomain.

A brief discussion of financial models of operation ensued and the BOF was concluded.
There seems to be no need to repeat the BOF with the current material, but as services in
the tpc.int subdomain progress further discussion may be warranted.
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Outreach and
Integration

A Public Service of the TPC.INT Subdomain

Carl Malamud (carl@radio.com)

Marshall T. Rose (mrose@dbc.mtview.ca.us)

The Basic Problem

O We Prefer General-Purpose
Devices

O still Need for Special-Purpose
Devices

O Fax, TDD, Pager, Telephone,
Voicemail

O Question: Can We Integrate
Them?

&

Case 1: Fax

O Communicate With Person
Who Doesn’t Use Email

O Need Local PostScript Printer
(e.g., Hotel)

O Want Single Interface for
Email/Fax

O Want to Make Cost-Effective
Use of Telecommunications

=

—

\

The DNS Hack
O TPC.INT Subdomain

O Full IDDD Phone Number,
Reversed

+1 (415) 968-2510
0.1.5.2.8.6.9.5.1.4.1.tpc.int

O MX Record To Server

*5.14.1.tpcint MX 10 dbcmtview.ca.us.

-

\
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More DNS Hacks
O BIND Hack for Multiple Servers
O DNS Enforces Fair Competition

O Sinkhole for Uncovered Areas

*6.14.14pcint MX 10 sinkhole.town.halLorg.
O Friendly Message Back to User
O Log Number, Weekly Message

to List

Services
O Service 1: Remote Printing
O Local Part: Identifies the Service

O Two Variants: MIME-Enabled
and MIME-Disabled

O Message Contents

&

MIME-Enabled

O Explicit Cover Sheet
(application/remote-printing)

remote-printer@0.1.5.2.8.6.9.5.1.4.1.tpc.int

O MIME Body Part Contains
Cover Sheet Information

~-
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MIME-Disabled

O Embed Cover Sheet Inside
Local Part

remote-printer ATOM@0.1.5.2.8.6.9.5.1.4.1.tpc.int
O ATOM: RFC 822 Defined
O Best Bet: [A-Za-Z]

O Special Characters:

u/n = [CR], u-n = [u n]

@.




Message Contents
O MIME-Disabled: ASCII Text
O MIME-Enabled

text/plain
message/rfc822
application/postscript
image/tiff

multipart

i

-

Remote Printer Operators
O Denial of Access
O Privacy
O Scope of Coverage

O Model of Operation

= & —

Denial of Access

O Deny Based on Sender, Not
Recipient

O Control Over Recipient is in
DNS

O Typical Policy 0:

x times or y minutes in z time

-

Privacy
O Interior of Message is PRIVATE"
O Limited Log for Audit/Debug

O No Disclosure That ldentifies
Individuals

O No Mailing Lists

—
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Scope of Coverage
O Highly Dynamic
'O Personal, Organizational

O Can Get Exclusive Access to
Own Area

O Non-exclusive Access for
Neighborhoods, Regions

\

&

Local Library Model
O Your Marginal Cost Low

O Frequency of Use Anticipated
To Be Low

O Provide Community and/or
Organizational Service

O Ex: Univ. of Michigan

@

Models of Operation
O Does This Cost Money?
O How Do | Pay for It?
O Several Models Can Cooperate
O Local Library Model
O Community Newspaper Model

O Corner Grocery Model

&

\

Community Newspaper
Model

O Cover Area as a Profit (Cost)
Center

O Ads on Acks, Cover Page
O 1/3 of Cover Page
O 250 Bytes on Ack

&
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How it Works
O Accounts, Contact File
O Tariff Table
O Ad Directory

O Can Assign Ads by Telco Prefix,
DNS Suffix

O Logs, Reports Automatic

Corner Grocery Model
O Policy 0: Service to Network
O Policy 1: Increased Service

O Out-of-Band Formation of
Calling Circles

O Loose Authentication, Control

O Allow People to "Fax Home"
From Hotel

—&——| [—&—
Software Is This Legal?
O Flexfax, DBC Glue O Yes.
O PMDF O Really.
O IsoFax, DBC Glue O Falls Within Scope of CCITT D.1
O NQXT, Other Platforms O Not Bypass: ”Smartpass"
= ~ —

-

&
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Why?
O More Cost-Effective

O Emphasize Importance of
General-Purpose Infrastructure

O Demonstrate Model of Small,
Dynamic Entrepreneurs

O Great Research Problem

Anticipated Coverage
O Nordic Countries, Ireland

O More US, Australia, New
Zealand

O Tokyo as WIDE Experiment

O Many Others Investigating

—

Coverage in Parts of ...
O Australia, New Zealand
O U.S.

O Netherlands, Denmark

——

Needed Coverage
O Universities
O Corporations
O IP Service Providers

O Can Just Serve Your IP
Customers for Start

—
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Administration of
Namespace

O Cooperative of Service
Providers

O Administered as Public Trust

O Must Run Service to be
Enfranchised

-—

TPC.INT Board

O Works on Case Law Basis

O Only Solve Real Problems, Not
Hypothetical

O Has Never Met, May Never
Meet

O Selected by Members of the
Cooperative

@ —

Current Board
O Rob Blokzijl, NIKHEF
O Geoff Huston, AARNET

O Carl Malamud, Internet
Multicasting Service

O Jun Murai, WIDE

O Marshall T. Rose, Dover Beach
Consulting

-

Next Steps

O Authenticated Message
Exchange?

O Options Market for Ads?
O TDD? Pager? Voicemail?
O Need Coders, Not Goers

O Plenty of Ideas: We Need
Makefiles

—
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Important Points

O Think Small: Many Small Cells

is the Key

O DNS is Dynamic: Can Always

Contract Area
Load on Machines is Negligible

All You Need is 1 Modem,
Small Chunk of a Machine

This is not Rocket Science!

&

|

For Further Reading

O RFC 1530 - TPC.INT General
Principles

O RFC 1528 - Remote Printing
Technical

O RFC 1529 - Remote Printing
Administrative

O FAQ

@

Mailing Lists, Mail
Addresses

O FAQ: tpc-faqg@town.hall.org

O Current Coverage:

tpc-coverage@town.hall.org

Mailing List:
tpc-rp@aarnet.edu.au

Administration:
tpc-admin@town.hall.org

Board: tpc-policy@town.hall.org

&—
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2.5.1 BGP Deployment and Application (BGPDEPL)
Charter

Chair(s)
Jessica Yu: jyy@merit.edu

Mailing Lists
General Discussion: bgpd@merit.edu
To Subscribe: bgpd-request@merit.edu
Archive: merit.edu:”/pub/bgpd-archive

Description of Working Group
The major purpose of this group is to coordinate BGP deployment and appli-
cation in the current Internet.

It intends to create a forum for BGP users to share BGP deployment experi-
ences and also provide a channel for users to communicate with router vendors
who implemented or who are implementing BGP. It also intends to discuss BGP
policy application and coordinate policy implementation in the current Inter-
net routing environment which includes defining the usage of policy, defining a
mechanism to share policy information, etc.

Goals and Milestones

Ongoing  Facilitate the deployment of BGP as widely as possible.

TBD Define the issues and the needs of policy routing in the current Internet archi-
tecture. Discuss how BGP policy routing capability applies to Internet policy
routing needs. A document may be generated on this topic.

Done Post as an Internet-Draft, a report of BGP deployment status.

Done Post an Internet-Draft, defining a mechanism to share policy information be-
tween Administrative Domains.

Request For Comments

RFC 1482 “Aggregation Support in the NSFNET Policy Routing Database”
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CURRENT MEETING REPORT

Reported by Peter Ford/LANL

Minutes of the Joint Session of the BGPDEPL Working Group and
CIDRD BOF

The BGP/CIDR deployment meeting was held on November 3, 1993 and was chaired by

Jessica Yu and Vince Fuller. The first order of business was a brief status report on BGP-4
implementations:

e ANS (Guy Almes): The ANS test network mid-November. Deployment in the ANS
production network during December.

o cisco (Paul Traina): In beta. Get the image from ftp.cisco.com. Please join the
beta list; mail to pst@cisco.com.

o Wellfleet (John Krawczyk): Full product in 8.0 by Spring/Summer 1994 test version
in by January/February.

¢ 3Com (Tracy Mallory): Beta available.
e BBN: Under development.

o Europanet testing in progress, deployment by end of the year.
o Rainbow Bridge (Rob Coltun): Status?

Peter Lothberg and Andrew Partan reported on their BGP-4 test network. It is a virtual
test network which is accessible to anyone who wished to participate. The current players
are predominantly cisco-based, and many use cisco GRE tunnels to obtain connectivity with
the test network. There are currently 15K IP networks sloshing around.

The following participants are on the test network and ANS is expected to be soon.

3Com
Alternet
cisco
Ebone
ESnet
ICMnet

11J
NEARnet
RIPE NCC
STUPI
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Peter Lothberg reports that he has converted the EBONE over to using BGP-4 (nine
routers). Static aggregates have been injected into EBONE from the regionals and passed
over to other regionals and the ICM. He also reported that the ICM system has also been cut
over to BGP-4 (four routers). Andrew reported a similar cut over of the Alternet routing
system.

It was noted that the current BGP-4 code is beta code and one has to carefully test their

current configuration and operation prior to deploying this code in full operation. Join the
beta list at cisco for more details.

Andrew reported that Alternet uses IGRP within their system and Peter Lothberg reports
that he is using IS-IS.

Merit Routing Registry - Dale Johnson

From the network operators’ point of view, there is a need to be able to validate the
aggregate routes received via CIDR. One approach is to register aggregate routes in a
database with its creator AS information and the contact information of the AS could be
obtained from various existing databases such as the InterNIC, RIPE and Merit. Merit,
RIPE and the InterNIC will work together on this.

Another approach mentioned at the meeting is to use BGP’s AGGREGATOR field to carry
such information.

Guidelines for Block Assignment

Marten Terpstra gave a presentation on Guidelines for block assignment. The RIPE people
have worked with the European network community to build a distributed operational model
for Internet Registries (IRs). They currently work with a model of: Global IR, Regional IR,
Local IR. The RIPE NCC allocates addresses to Local IRs based on the following guidelines:

e Get two year estimate of address usage. Make sure blocks are CIDRable. CIDR
enforced to end sites. Can claim unused reserve block.

e The RIPE NCC has been assigning the CIDR way, since June 1992. The procedures
are documented in RIPE 72 which can be obtained via anonymous FTP or Gopher
from ns.ripe.net.

e The RIPE DNS scheme for 193.in-addr.arpa is to try to delegate zones to providers.
RIPE 84 documents policy (customer shifts, preserve mapping, etc.).

e Dennis Ferguson asked about the current efficiency of use of IP address space from
the European side. It is estimated to be 3.8%.
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¢ RIPE only allocates for Europe and would like to advocate that regional registries do
the same.

e Marten noted that assignments do not really count as allocated unless they submit
detailed information to the network, ensuring that the RIPE NCC is kept up-to-date.

BARRNet Allocation of Addresses

Jessica asked Vince to report on how Barrnet allocates addresses. Vince indicated that this
is a manpower intensive process. They sit down with customers to get an estimate for two
years out, then they work on a subnetting scheme and do a crystal ball gaze.

InterNIC Allocation of Addresses

Mark Kosters of the InterNIC reviewed how they allocate addresses, which was similar in
spirit to the Barrnet and the RIPE NCC. Tony Bates, Mark Kosters and Vince volunteered
to write an allocation policy document which can be used as guidance for providers.

The InterNIC will be doing block in-addrs.

When the InterNIC allocates a CIDR block to a provider, assignments are requested to
be sent back to the InterNIC who will register the assignments to the InterNIC database.
The Shared WHOIS Project (SWIP) is working on getting many of the InterNIC-related
electronic updates done in a timely manner. The RIPE NCC does all their updates elec-
tronically and are happy with the results to date.

There were several suggestions from the working group to the InterNIC with regard to
policy.

It is felt that the InterNIC needs to do more preallocation of blocks for IRs that are to be
delegated.

Marten suggested the InterNIC look into swapping CIDRable Cs for Bs that are already
allocated, but not heavily utilized.
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“Greening of the Internet”

Vince led a discussion on “Greening of the Internet.”

The outline of the talk was:

Class A usage with CIDR

Subnets and CIDR

Renumbering issues and tools

Politics of CIDR—block sizes, provider responsibility
CIDR Analysis discussion and question and answer

Class A Usage with CIDR has a few small problems:

e There is a DNS issue, which relates to how providers delegate the in-addr namespace.
e Dumb multihomed host problem. Using older BSD systems as routers. It is felt that
if a system can not handle variable length subnet masks they are obsolete.

VLSM needs to be better documented, and their use, made simpler by better tools and
education. It is observed that most sites simply use 8-bit subnets since they are the easiest
thing to read, use, etc.

Charley Kline who is in charge of networks at UIUC, described how they allocate subnets.
Following methods described in RFC 1219, and implementing software to help administer
the address space, UIUC has been able to manage 13K hosts and 324 subnets in a single
Class B network. Charley illustrated the methodology using binary trees.

Tom Easterday and Charley Kline volunteered to work on a document describing the use of
VLSM and better utilization of subnets in a single address block. Havard Eidnes agreed to
help and offered the use of his INET ’93 paper as a starting point. Havard’s paper is available
in the INET ’93 proceedings via anonymous FTP and Gopher from cnri.reston.va.us.

There was a unanimous vote in favor of using the IP addr/len syntax for representing
prefixes.

Scott Bradner stated that it is important for the ALE and CIDRD Working Groups to
establish goals and objectives for address space usage.

Vince presented a “pain and anguish” slide which went into the issue of renumbering sites.
The discussion focused on better uses of the already allocated Class A network addresses.
Vince pointed out that CIDR does not require one to renumber when a site leaves one
provider for another, but to maintain a minimal state of routing information is a good idea.
To support this activity we need tools and documentation on renumbering. The use of
DHCP can help reduce the effort in converting from one IP address block to another.
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Barrnet has helped to renumber several sites and has used the following procedure:

Add new DNS NS addresses at the InterNIC.
Add new addresses on the primary server, wait for propagation.
Reconfigure the network.

Delete old addresses from the primary server.
Delete old NS addresses at the InterNIC.

Barrnet customers have not had problems with renumbering, provided the customers are
given a good set of instructions. Transitions must be gradual if they are to work. Secondary
addresses are needed to facilitate transition, and most routers support this.

Yakov Rekhter volunteered to discuss dynamic updates of DNS with the Domain Name
Systems Working Group (DNS).

Several other ideas to conserve address space came up during discussion including ARP
being changed to be like ES-IS for IP, dynamic prefix updating, etc.

Tony Li put up a prototype charter of the proposed ALE Working Group. The primary
purpose is to watch utilization numbers.

Andrew Partan used Alternet data to show how much CIDR can buy you. The number of
networks from AS701 shrinks from 2100 to 650 today.

There was a brief report on how big an Internet can be routed today:

e 28-29K routes in a 16 MB cisco.
e 25K routes in the ANS routers.

Tony Bates volunteered to help continue the monitoring mode. Tony Bates, Marten, David
Conrad and Vince will document how to better use address space within sites.

Attendees
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BGP 4 next hop
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Internet Registry

interNIC RS

Gl

RIPE NCC

1 Lo
Ll IR

Procedures W

m blocks of 256 class Cs to provider and non-
provider registries

reserve enough blocks for their 2 year estimates

m make sure even assigned and reserved blocks
are CIDRable

force registries to assign in CIDR blocks to their
customers

m can claim unused reserved blocks back

m any customer assignments over 32 Cs must be
OK'ed by the NCC

m NCC does all B assignments

3

]

Status

(2nd November, 1993)
m 193.xy
m 82 blocks reserved
m 173 blocks delegated
m 19204 nets assigned
m 1738 nets routed (on Euro-RS)
m 194.xy
m 12 blocks reserved
16 blocks delegated
131 nets assigned
4 nets routed (on Euro-RS)

8 3 3

276

We have:

m 193.0.0.0 mask 255.0.0.0
m 194.0.0.0 mask 255.0.0.0

m couple of Bs at a time

Procedures

m documented in ripe-72

m registries have to understand and adhere to ripe-
72 to get any address space

m if they don't ...

m ripe-72 needs update, will be done before end of
year
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2.5.2 Benchmarking Methodology (BMWG)

Charter

Chair(s)

Jim McQuaid: mcquaid@wg.com

Mailing Lists
General Discussion: bmwg@harvard.edu

To Subscribe: bmwg-request@harvard.edu
Archive:

Description of Working Group

The major goal of the Benchmarking Methodology Working Group is to make
a series of recommendations concerning the measurement of the performance
characteristics of different classes of network equipment and software services.

Each recommendation will describe the class of equipment or service, discuss
the performance characteristics that are pertinent to that class, specify a suite
of performance benchmarks that test the described characteristics, as well as
specify the requirements for common reporting of benchmark results.

Classes of network equipment can be broken down into two broad categories.
The first deals with stand-alone network devices such as routers, bridges, re-
peaters, and LAN wiring concentrators. The second category includes host
dependent equipment and services, such as network interfaces or TCP/IP im-
plementations.

Once benchmarking methodologies for stand-alone devices have matured suf-
ficiently, the group plans to focus on methodologies for testing system-wide
performance, including issues such as the responsiveness of routing algorithms
to topology changes. '

Goals and Milestones

TBD

Done

Done

Once the community has had time to comment on the definitions of devices and
performance criteria, a second document will be issued. This document will
make specific recommendations regarding the suite of benchmark performance
tests for each of the defined classes of network devices.

The document will also define various classes of stand-alone network devices
such as repeaters, bridges, routers, and LAN wiring concentrators as well as
detail the relative importance of various performance criteria within each class.

Issue a document that provides a common set of definitions for performance
criteria, such as latency and throughput.
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Request For Comments

RFC 1242 “Benchmarking Terminology for Network Interconnection Devices”
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CURRENT MEETING REPORT

Reported by Jim McQuaid/Wandel & Goltermann Technologies

Minutes of the Benchmarking Methodology Working Group (BMWG)

Twenty-eight people attended the meeting.

Scott Bradner opened the meeting with an announcement that Jim McQuaid is the new
BMWG Working Group Chair. Scott then gave an overview of the working group’s activities
and briefly reviewed the contents of the two working documents. He mentioned that both
documents are available from hsdndev.harvard.edu in the pub/bmwg directory.

The subject of adding modems and methods for testing bridges and routers to the document
was brought up. It was thought that adding modems would be straightforward.

The attendees then discussed the charter at some length, reviewing aspects of the work
which was done and the work which needed to be addressed in the future. The revised

“goals and milestones” section of the charter will be changed to reflect the future work of
the BMWG Working Group.

A survey of articles on benchmarking methodologies as well as research being done in this
area will be conducted and reported on at the next meeting.

Attendees

Anders Baardsgaad
Tom Benkart

anders@cc.uit.no
tebQacc.com

Jon Boone boone@psc. edu

Peter Cameron cameron@xylint.co.uk
John Chang jrc@uswest.com
Robert Fink r1fink@lbl.gov

Kathy Huber
Rick Jones
Merike Kaeo
Sean Kennedy
Edwin King
Andrew Knutsen
Dan Magorian
Jim McQuaid
Stephen Miller
Dennis Morris
William Palter
Brad Passwaters

khuber@wellfleet.com
raj@cup.hp.com
mkaeo@cisco.com
liam@nic.near.net
eek@atc.boeing.com
andrewk@sco.com
magorian@ni.umd.edu
mcquaid@wg.com
smiller@bbn.com

morris@altair.disa.mil

palterQtgv.com
bjp@eng.umd.edu
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Eddie Renoux
Steven Richardson
Allen Rochkind
Paul Serice

Erik Sherk
Vladimir Sukonnik
Larry Tepper
Dean Throop
Jerry Toporek
Cathy Wittbrodt
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elr02620@newsit2.mcdata.com
sjr@merit.edu
Allen_Rochkind@3com.com
serice@cos.com
sherk@sura.net
sukonnik@process.com
ltepper@compatible.com
throop@dg-rtp.dg.com
jt@mentat.com
cjw@barrnet.net
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2.5.3 Generic Internet Service Description (GISD)
Charter

Chair(s)

Daniel Karrenberg: daniel@ripe.net
Tony Bates: tony@ripe.net

Mailing Lists

General Discussion: giss-wg@ripe.net
To Subscribe: giss-wg-request@ripe.net
Archive:

Description of Working Group

GISD collects short descriptions of Internet service aspects. Internet service
in GISD means the interaction of Internet service providers among themselves
and with their users. GISD aims to provide a common frame of reference and
vocabulary to talk about an Internet service. For each aspect of the Internet
service, it describes different options for service provision in use in the current
Internet. GISD is merely descriptive and does not proscribe or mandate. The
GISD document is intended to be a living document, collecting the work of
many contributors.

The GISD Working Group will update and revise the GISD document to assist
network service providers in a better understanding and description of what
Interent service means.

- Update and revise the GISD document that lists the areas and aspects of
interest to TCP /IP network service providers.

- Identify additional GISD areas and aspects appropriate to GISD.
- Identify areas of overlap with other IETF working groups.
- Create a reference document of GISD terms.

- Establish procedures to ensure the ongoing maintenance of the document and
identify an organization willing to do it.
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Goals and Milestones

Nov 1993 Review current GISD draft and add any additional areas and aspects felt es-
sential.

Mar 1994 Draft of GISD will be prepared. Submit as Internet-Draft.

Jul 1994  Follow-up with final amendments and submit to RFC Editor for publication as

an FYI RFC.
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CURRENT MEETING REPORT

Reported by Tony Bates/RIPE NCC

Minutes of the Generic Internet Service Description Working Group (GISD)

After the agenda was presented, Tony Bates gave a general overview of GISD. The overview
prompted a short discussion on focus including the following topics:

o Is it meant for users ? No
e Is it meant as a checklist ? No
e Is it a service profile ? No, but could be in the future

An overview of the GISD structure was also given showing how GISD aspects are docu-
mented. Some concern was raised about the use of minimal/common/maximal in the sense
that this could cause some classification of service providers (SPs). However, the general
view was that in the the context of GISD, it should be possible to word this in such a way
so as not to make this happen. The idea behind this is to show the options rather than to
categorise; occasionally it is useful to show different options.

The issue of “who or what constitutes an SP” was raised. The point is that anyone can call
themselves a service provider but this is in fact not the issue of GISD. The point behind
GISD is to write a document so people know what services an SP can potentially provide
and how SPs should interact with each other regarding these services.

Some people also GISD as a direct template (i.e. a “tick the box” type of document).
Again, this is not the intention of GISD. However, it could be possible at a later date to
produce a template using the terminology and list of aspects detailed in GISD.

Tony Bates gave a overview of the aspects themselves.

It was noted that “training” is becoming more of an issue for SPs to provide to their
customers and this could an aspect within the “Information and coordination” area.

A status of the current draft was given. Thirty-eight aspects have been defined as a result
of two previous IETF BOFs on the subject. Thus far only eight aspects had been drafted,
and the intention is to get members of the GISD group to draft some of these aspects.
An action was placed on Tony to produce a short GISD aspect guideline document giving
details of the format required and an index of possible aspects still needed to be drafted.
The intention would be to work on the areas one at a time.
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A basic overview of the process:

Guideline Document (Format + index)

\./

---------------- > Volunteers (select an aspect)

----------------------- Review

All 6 areas drafted

A related idea was when sending the index of aspects out, to seek good candidates for a
certain topic outside of the working group. Several people committed to writing aspects once
they had seen the guideline document. The meeting concluded with the general consensus
that the document should be possible to come together for review by Seattle and final copy

by Toronto.

Attendees

Vikas Aggarwal
Tony Bates
Steven Blair
Scott Bradner
Henry Clark
David Conrad
Vince Fuller
Eugene Hastings
Matt Hood
Jeanine Kamerdze
Scott Kaplan
Sean Kennedy
Kim Long

Dan Magorian
Bill Manning
Glenn Mansfield
Stephen Miller
Pushpendra Mohta
Scott Paisley
Andrew Partan

vikas@jvnc.net
tony@ripe.net
sblair@us.dell.com
sob@harvard.edu
henryc@oar.net
davidc@iij.ad.jp
vaf@barrnet.net
hastings@psc.edu
hood@nsipo.nasa.gov
kamerdze@nsipo.nasa.gov
scott@ftp.com
liam@nic.near.net
klong@sura.net
magorian@ni.umd.edu
bmanning@rice.edu
glennQaic.co.jp
smiller@bbn.com
pushp@cerf .net
paisley@central.bldrdoc.gov
aspQuunet.uu.net
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Brad Passwaters
Marsha Perrott
Henry Sinnreich
Bernhard Stockman
Marten Terpstra
John Veizades

Evan Wetstone
Chris Wheeler
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bjpQeng.umd.edu
perrott@prep.net
hsinnreich@mcimail.com
boss@ebone.net
marten@ripe.net
veizades@ftp.com
evanw@vnet.ibm.com
cwheeler@cac.washington.edu



“GENERIC INTERNET
SERVICE

DESCRIPTION”
(gisd)

5 GISD Overview

O Aimed at Service Providers

O Collects short descriptions of internet Service
aspects

O Tries to make it easier to talk about Internet
Service

O Not a mandating Document

O Is needed

Structure

Gliss
Area
Aspect

What

Why

Options
(Minimal)
{Common)
(Maximal)
(Regional)

See Also

Soap Box

References

Contributors

Agenda

O Administrivia
O Brief overview of GISD
O General Introduction
O Status Report
O Discussion of FAQ
O Review of Areas and Aspects
O Call for volunteers
O ACB

Areas

O Access

O Generic

O Connectivity

O Operations

O information Provision and Coordination

O Security

Current Status ?

O Third GISD dratt available

ftp.ripe.net:ripe/docs/ripe-dratta/giss.{ps,txt}
O Decided upon

O Scope

O Structure

O GISS Areas

O GISS Aspects
O Still needs a ot more work

O Many aspects still to be completed

O Contributors

O Areas and Aspects to be reviewed
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2.5.4 Network Joint Management (NJM)
Charter

Chair(s)
Gene Hastings: hastings@psc.edu

Mailing Lists
General Discussion: njm@merit.edu

To Subscribe: njm-request@merit.edu
Archive:

Description of Working Group

There is a need for many different kinds of efforts to deal with operational and
front line engineering issues, including helping the disparate organizations work
with each other. This is an attempt to solidify some of those topics. This does
not make any pretense of being exhaustive.

Area of interest: Operational issues and developments of the Internet.

Membership: Operations and engineering personnel from national backbone
and mid-level networks. Other groups with responsibility for production ori-
ented services such as security oriented groups.

Associated Technical groups: Groups which will have an interest in, and input
to the agenda of this group will include the IAB and its task forces, and groups
within FARNET. In particular FARNET has now several technical issues of
concern, such as the selection of standard inter-network services for debugging
(like maps and standard SNMP communities), and the specification of standard

network statistics to be taken (of special concern is the ubiquitous ability to
collect those statistics).

Meeting Times: Members of the group will represent organizations with produc-
tion responsiblities. Most work will be carried on via email or teleconferencing.

Goals and Milestones

None specified
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CURRENT MEETING REPORT

Reported by Eugene Hastings/Pittsburgh Supercomputing Center

Minutes of the Joint Sessions of the NJM and NETSTAT Working Groups

Presentation slides from the NSI and ANSnet status reports can be found in Section 3 of
the proceedings.

SESQUINET - Bill Manning

Sesquinet has a staff of three, and recently installed and moved to an FDDI DMZ for their
ANS connection. Usage is growing by 15% per month.

Defense Simulation Internet - Mike Patton

The Defense Simulation Internet (DSI) is used to connect the defense industry and perform
mission-specific experiments (like encrypted video). It has a T1 cross-country backbone.

NASA Science Internet - Jeff Burgan

It is the 10th Anniversary of the DNS RFC! A T3 has been installed from Goddard Space
Flight Center (GSFC) to SURAnet, and another T3 from GSFC to Naval Research Lab-
oratory (NRL) (using cisco). Routed traffic is both IP and Phase IV DECnet, with some
CLNP. NSI provides mail and protocol interoperability services. Maps are available via
anonymous FTP from nsipo:nsi/maps/*. Recent accomplishments include:

The United Kingdom fat pipe has been transitioned to ICM/Sprint.
NASA now has a 256kb dedicated link to ULCC (London). ‘
Australia (AARnet) link has been upgraded to T1.
Japanese links have been reterminated to FIX-West (from Hawaii).
- WIDE - 192kb
— TISN - upgraded 128kb to 512kb
¢ Korea was upgraded to 256kb.
¢ Hong Kong link has been upgraded to 128kb.
o FIX-West transitioned to FDDI (but ESnet still Ethernet) Mbone router and DNS
servers live on the Ethernet.
e NASA/NSF support for Antarctic connectivity: Upgrade to T1 (IP 512k, balance is
video) to McMurdo Station.
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Future plans include:

e NSI Backbone upgrades using inverse multiplexers.

— NASA internal telecomm does multiplexed T3, but cannot offer channel break-

out at greater than E1, so NSI is using inverse multiplexers to recombine lower
speed channels to HSSI.

— Digital Link is smart about failed links, even about error per second threshold,
and deduces composite clocks.

o General purpose Internet connectivity to Russia via IKI (Russian Space Research
Institute) at 256kb is scheduled for circa January 1994. There will be about ten
additional sites added, using analog point-to-point links. The connectivity is basically
confined to the Moscow area. NASA went through COCOM to approve equipment
and Internet service. NASA must retain physical and configuration control, but routes
will be exported outside of NSI.

e NSI expects to install a link to Argentina Space Institute at 64Kb BGP deploy-
ment! They are looking at multicast routing using MOSPF. Proteon supports MO-
SPF/DVMRP coupling. You can open a tunnel to a Proteon router and have it do
multicast.

e ATM: The DoE/NASA procurement has been re-cycled. Proposals are being evalu-
ated. NASA has gotten their own permission to procure ATM service and hopes to
have ATM, at the latest by mid 1994.

ANS - Jordan Becker

The busiest ANS link is Chicago to Cleveland (in PPS). There was a spike in the external
route flap last week. Andrew Partan reported that an ignorant or unfriendly site sent UDP
packets to every sequential host in the address space. Since this forces a new router cache
entry with each successive packet, it can make a router (empirically determined to include
cisco) overflow routing cache. The source, albeit unconfirmed, is believed to be an address
in Taiwan. Alternet routers got full caches, memory leaks caused dropped BGP sessions.

As the source started with low class A networks, the flaps moved from provider to provider,
hitting Alternet at network 7.

Alternet - Mike O’Dell

Alternet is now running on an ATM Backbone, sourced by MFS DataNet. The physical
topology is a large ring, with cut-through paths, interconnecting Newbridge ATM switches.
All switches are interconnected with path diverse dual T3 links. The lines are for redun-
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dancy, with a box that does hot fallback between T3s (the ATM switch only sees one at a
time).

Alternet now has ATM in seven major hubs, plus San Jose. Alternet’s access to this ATM
fabric is via 2 10Mb AUI connector, behind a learning half-bridge. MFS DataNet takes care
of the internals. (It will be some time before Alternet considers a native ATM connection—
the cisco ATM Applique is said to cost $30k!) Since one can in principal do FDDI to
NewBridge switch, it will be a while before other connections are needed.

MF'S DataNet provides a virtual private network on fabric with multiple customers. (Alter-
net is the largest customer willing to be publicized—there are other, private users of MFS
DataNet in the banking and insurance industries.) DataNet owns the switches, but buys
the circuits from the regular suspects: WilTel, etc.

Concerning management, there is a list of criteria (bandwidth, delay, etc.) for MFS opera-
tions. Alternet’s Demark is the AUI. MFS has just announced DataNet service to London.
An overall map is available online: ftp.uu.net:uunet-info. Alternet staff reports satis-
faction with the caliber of MFS Telco people and DataNet data communications people.

COREN - Scott Bradner

Carrier negotiations are still underway, anticipated to close within a couple of weeks. When
a carrier is selected, substantial workouts will be performed. There is an (unspecified)
fallback plan if a selected carrier is unsuitable. COREN’s view of the carrier network is still
under discussion.

COREN’s interface to the LD carrier is SMDS initially, and is planned to migrate to ATM.
Its DMZ is parallel Ethernet and FDDI.

COREN has also put out an RFI on NOC services, and put out an invitation to participate
in equipment evaluation. cisco and Wellfleet and two vendors of CSU/DSU equipment have
signed on so far. COREN has set up a testbed, with BGP4.

COREN has eight regionals as its founders, plus a number of undisclosed committed or
potential subscribers.

COREN is working in parallel to the RIPE routing database effort, and is starting to work
with Merit on transition issues.

EBONE - Bernhard Stockman

In the last year, there has been rapid expansion into eastern Europe. Countries near Austria
are now connected to Vienna hub. Warsaw (currently connected to Vienna and Stockholm)
may become another BB site, feeding Baltic.
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Within the last year, all of the transatlantic lines have been connected to a single point,
the Global Internet Exchange (GIX) in Washington, DC. (Andrew Partan observed that
the GIX Ethernet is close to saturation.)

The EBONE is now running BGP4 on all EBONE Border Systems (EBS), and will not do
proxy aggregation for stability reasons.

EBONE route policy filters are performed by means of comparing an administrative database
with a live routing table.

Connections to other providers include:

EUNET

EPNET

SPAN

Unisource Business Systems (UBS)

This is a joint venture of Dutch, Swedish, and Swiss PTTs, stimulated by a call for
tender for Pan-European X.25.

European MultiProtocol Backbone (EMPB)

DANTE, Inc., formed by the European research and education community is reselling
EMPB as Europanet, in a bundle with X.400 and X.500 services. There is a 1Mb con-
nection between EBONE and EMPB in Amsterdam. Because of the overlap between
communities, there are expected to be organizations leaving EBONE for EMPB. Try-
ing to extend the logical boundary of the GIX to Stockholm and Paris to support
interconnections. (MAC layer extensions, etc.)

Attendees

Vikas Aggarwal vikas@jvnc.net
Jordan Becker becker@ans.net
Bart Berger bart_berger@3com.com
Rebecca Bostwick bostwick@es.net
Scott Bradner sob@harvard.edu
Henry Clark henrycQoar .net
Alan Clegg abcQconcert.net
David Conrad davidc@iij.ad.jp
Christopher Dorsey dorsey@es.net

Tom Easterday tom@cic.net

Roger Fajman raf@cu.nih.gov
Stefan Fassbender stf@easi.net

Dale Finkelson dmfQwestie.mid.net

Catherine Foulston cathyf@rice.edu
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Stephen Miller
Pushpendra Mohta
Michael O’Dell
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Michael Patton
Marsha Perrott
Martin Schulman
Erik Sherk

Louis Steinberg
Bernhard Stockman
Claudio Topolcic
Evan Wetstone
Chris Wheeler
Cathy Wittbrodt
Richard Woundy
Jessica Yu
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vaf@barrnet.net
steveg@kalpana.com
farrell@rice.edu
hha@tbit.dk
hastings@psc.edu
dsj@merit.edu
kamerdze@nsipo.nasa.gov
lazearQgateway.mitre.org
jian@rice.edu
klong@sura.net
glenn@aic.co.jp
smiller@bbn.com
pushp@cerf .net
moQuunet.uu.net
asp@uunet.uu.net
map@bbn.com
perrott@prep.net
schulman@smtp.sprint.com
sherk@sura.net
louiss@vnet.ibm.com
boss@ebone.net

topolcic@cnri.reston.va.us

evanw@vnet.ibm.com

cwheeler@cac.washington.edu

cjw@barrnet.net
rwoundy@vnet.ibm.com
jyy@merit.edu
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2.5.5 Network OSI Operations (NOOP)

Charter

Chair(s)

Susan Hares: skh@merit.edu
Cathy Wittbrodt: cjw@barrnet.net

Mailing Lists

General Discussion: noop@merit.edu
To Subscribe: noop-request@merit.edu
Archive: merit.edu:”/pub/noop-archive

Description of Working Group

The working group is chartered to work on issues related to the deployment of
CLNP in the Internet. The first area of this group’s work has been the learning
necessary to start deploying OSI in Internet networks. This phase includes
planning for OSI deployment by creating routing plans for regional networks
and education on using OSI routing protocols.

This first area of the group’s work will be on-going as we continue to deploy OSI
in the Internet. This step has lead to people deploying OSI for pilot projects
and demonstrations of OSI.

The second step of deploying OSI will be the transition of OSI from a pilot
service to a production service. During this phase we will work on specifying
the network debugging tools and test beds. We will need to track the level of
OSI support in the Internet. We will need to provide documentation for new
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users of OSI on the Internet.

Goals and Milestones

Ongoing  Provide a forum to discuss OSI routing plans by em.ail or in group discussions.

Jan 1992 Post as an Internet-Draft, a tutorial for CLNP OSI routing protocols, including
ES-IS, CLNP, IS-IS, and IDRP.

Done Post as an Internet-Draft, a requirements document specifying what OSI net-
work tools are needed on every host and router.

Jul 1992  Post as an Internet-Draft, a collection of regional Routing and Addressing plans.

Done Post as an Internet-Draft, a list of OSI Network Utilities available in the public
domain and from vendors. This list will be passed over to the NOC tools Group
effort for joint publication.

Jul 1992  Post as an Internet-Draft, a description of OSI network layer debugging meth-

ods.
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Jul 1992 Submit to the IESG for Proposed Standard, a requirements document specifying
what network tools are needed on every OSI host and router.

Aug 1992  Submit to the IESG as an Informational RFC, a description of OSI network
layer debugging methods.

Internet-Drafts

“An Echo Function for ISO 8473”,04/23/1993, S. Hares, C. Wittbrodt <draft-
ietf-noop-echo-02.txt>

“Essential Tools for the OSI Internet”, 06/07/1993, S. Hares, C. Wittbrodt
<draft-ietf-noop-tools-03.txt >
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2.5.6 Operational Statistics (OPSTAT)
Charter

Chair(s)
Bernhard Stockman: bossQebone.net
Phillip Gross: pgross@ans.net

Mailing Lists
General Discussion: oswg-1l@wugate.wustl.edu
To Subscribe: oswg-l-request@wugate.wustl.edu
Archive: wuarchive.wustl.edu:“doc/mailing-lists/oswg-1

Description of Working Group

Today there exists a variety of network management tools for the collection
and presentation of network statistical data. Different kinds of measurements
and presentation techniques makes it hard to compare data between networks.
There exists a need to compare these statistical data on a uniform basis to fa-
cilitate cooperative management, ease problem isolation and network planning.

The working group will try to define a model for network statistics, a minimal
set of common metrics, tools for gathering statistical data, a common statistical
database storage format and common presentation formats. Collecting tools
will store data in a given format later to be retrieved by presentation tools
displaying the data in a predefined way.

Goals and Milestones

Done Agreement on a model.

Done Survey for most useful and popular metrics.

Done Survey for most useful and popular presentation formats.

Done Identify similar efforts being performed by other groups.

Done Define a common minimal set of metrics.

Done Propose a MIB for metrics not already there.

Done Define a common storage format to facilitate data sharing.

Done Define common presentation formats to make data comparable.

Done Develop outline, and make writing assignments for paper (Opstatl) document-

ing March 1991 milestones.

Done Complete paper Opstatl.
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Done
Done

Done

Done

Done

Done

Sep 1992
Dec 1992
Mar 1993
Mar 1993
Jul 1993

Jul 1993
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Possible mid-term meeting to review Opstatl.
Submit Opstatl as Internet-Draft.

Approve paper Opstatl for submission as RFC; decide standards-track or In-
formational?

Define a new collection of tools based on defined metrics, defined storage formats
and defined presentation formats.

Propose old tools to be retrofitted.

Develop outline and make writing assignments for paper (Opstat2) on new tools
and retrofitted tools.

Submit Internet-Draft of new and retrofitted tools.

Submit new and old tools Internet-Draft to IESG as an Informational RFC.
Post an Internet-Draft defining the client/Server Opstat protcool.

Post the Opstat Statistical MIB as an Internet-Draft.

Submit the Client/Server Opstat Protocol to the IESG for consideration as a
Proposed Standard.

Submit the Statistical Opstat MIB to the IESG for consideration as a Proposed
Standard.

Request For Comments

RFC 1404

“A Model for Common Operational Statistics”



2.5. OPERATIONAL REQUIREMENTS AREA ' 297

2.5.7 User Connectivity (UCP)
Charter

Chair(s)
Dan Long: long@nic.near.net

Mailing Lists
General Discussion: ucp@nic.near.net

To Subscribe: ucp-request@nic.near.net
Archive:

Description of Working Group

The User Connectivity Working Group will study the problem of how to solve
network users’ end-to-end connectivity problems.

Goals and Milestones

Done Define the issues that must be considered in establishing a reliable service to
users of the Internet who are experiencing connectivity problems.

TBD Write a document, addressing the above issues, which describes a workable
mechanism for solving User Connectivity Problems. Address the above issues.
Submit this document into the RFC pipeline as appropriate.

Request For Comments

RFC 1297 “NOC Internal Integrated Trouble Ticket System Functional Specification
Wishlist (“NOC TT REQUIREMENTS”)”
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2.6 Routing Area

Director:
¢ Bob Hinden: hinden@eng.sun.com

Area Summary reported by Bob Hinden/Sun Microsystems

New Internet Routing and Addressing Architecture BOF (NIMROD)

The group reviewed the current draft working group charter and the latest proposed termi-
nology list. General satisfaction was expressed with the current state of both.

Discussion then moved on to some of the open architectural issues. Among the points
discussed were:

Can areas overlap?

Are abstraction levels identified explicitly?

Do the nodes in the graph of the network represent interfaces or routers/networks?
Do interfaces have locators?

Are the labels which elements of locators globally unique?

Do locators grow up, down, and can they be expanded in the middle?
Are partial locators possible?

Do routers have locators?

Do we have separate namespaces for interfaces and endpoints?

What is the smallest thing which can be an endpoint?

Do we have a hop-by-hop mode, or just source routed packets and flows?
Do we retain the EGP/IGP split?

When do we tackle multicast?

The following action items were decided on:

¢ The meetings at the next IETF should be scheduled for Tuesday and Wednesday
mornings if possible.

e All new open issues raised during the working group meeting are to be sent to the
working group mailing list.

e The chair will include the new points, re-sort the list into priority order, add a new
category of “local” for issues, and resubmit.

o A document showing the outcome of the discussions on the open items will be prepared
and sent to the list.

e A moderated list discussion will take on remaining open issues.

o Scheduling a Boston interim meeting will be investigated.

e The working group agreed to have a draft of the architecture RFC, prepared by the
end of January 1994, for final examination at the March IETF.
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Border Gateway Protocol Working Group (BGP) and OSI IDRP for IP
Over IP Working Group (IPIDRP)

The BGP and IPIDRP Working Groups met jointly. All outstanding technical issues with
the BGP-4 protocol were resolved. The resulting changes will be incorporated in the appro-
priate documents, and the documents will be submitted as Internet-Drafts before Thanks-
giving with the purpose of advancing BGP-4 to a Proposed Standard. The group also
discussed IDRP status and several future enhancements to BGP/IDRP, including domain
partition repair and router servers.

Inter-Domain Multicast Routing Working Group (IDMR)

The two PIM documents (PIM = Protocol Independent Multicast, formerly ESL), dense
and sparse modes, were presented and discussed. Though some details about the phase
shift between sparse and dense mode need to be worked out, the general consensus of the

group is that the multiple scaling modes approach is desirable. Implementation of PIM will
continue.

No work was done on CBT, but a status report was given describing CBT’s state of im-
plementation (almost done). There is still interest in CBT as valuable work, either as a
potential alternative to PIM (if PIM proves overly difficult), or as an Experimental Protocol.

The group decided to propose a new name and charter to better reflect that the focus is no
longer strictly inter-domain, but rather scaling versus quality in general. Paul Francis will
generate the proposal.

Inter-Domain Policy Routing Working Group (IDPR)

The IDPR working group met for one session during this IETF. It spent the majority of
the time discussing what is being called IDPR version 2. Version 2 contains support for
multicast and multipath routing as well as policy-based resource allocation. The gated
implementation of version 2 will begin its testing phase next month. In the early spring,
an Internet-Draft will be produced describing the changes to the IDPR version 1 protocols
to support this functionality.

The group also received a presentation (via videotape) on the "Routing by Preference” work
of Yuko Murayama and colleagues, and we plan to discuss this more on the mailing list.

At the request of the Routing Area Director, the IDPR working group will conclude with
this IETF. The group will restart when either an additional independent implementation of
IDPR version 1 can be submitted for Draft Standard or when the Internet Draft specification
of version 2 is complete. In the meantime, the mailing list will remain open.



2.6. ROUTING ARFEA 301

Also, there are two new Internet-Drafts, both updated versions of existing documents. One

is the MIB and one is the DNS modifications for IDPR. We plan to submit the MIB for
consideratin as a Proposed Standard.

IP Routing for Wireless/Mobile Hosts (MOBILEIP)

The MOBILEIP Working Group held an interim meeting on the 9th and 10th of September
in Summit, New Jersey. The two day meeting was quite productive. We agreed on a basic
model for how mobile-ip works. We then discussed the various messages and information
that would need to be passed between the various entities. We selected an editor for the
working group document—Charles Kunzinger from IBM. (Charlie was previously editor of
the ISO IDRP effort.)

The MOBILEIP Working Group met twice at the 28th IETF. Charlie Kunzinger gave a
tutorial introduction to the first draft document he has produced. The group then reviewed
this draft and also reviewed the work of three other members of the working group (who
have formed an alliance; before they had between them four or five documents, and now
only one).

The group plans to have a firmer draft by the end of the year. There are plans for another
interim meeting in January. We hope to have a draft specification by the Seattle IETF (and
maybe even an implementation or two).

IS-IS for IP Internets Working Group (ISIS)

The ISIS Working Group meet for one session. The major topic discussed was multicast
support in ISIS. Three types of multicast were identified: “anycast” for the nearest service
location, dense multicast, and sparse multicast. The first two could be supported by ISIS
while sparse multicast is best done by some multicast tree approach. This work needs to
be brought to the attention of the IDMR Working Group.

The working group also discussed the IPX and Appletalk integraﬁon scheme (available as an
Internet-Draft) and Novell’s NLSP protocol which was derived from ISIS. The group drew
up a list of work items, some of which would require enhancing the protocol as defined in

the latest ISIS Internet-Draft. Incorporating these changes would probably require defining
a new version of the ISIS protocol.
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Open Shortest Path First IGP Working Group (OSPF)

The OSPF Working Group met on Wednesday, November 3. The following items were
discussed:

Status Overview

OSPF Scaling Issues - "Ringing It Out At The Next Level”
On-Demand Circuit Proposal

NSSA Implementation And Status

MIB Changes And Status

RIP Version II Working Group (RIPV?2)

The RIP-2 Protocol Internet-Draft was approved by the working group for submission for
consideration as a Draft Standard to replace RFC 1388. The MIB was similarly approved
to replace RFC 1389.

There are two new implementations of RIP-2, bringing the total to four. Details on the

implementations will be provided in a revision of the RIP-2 Protocol Analysm which will
be done this month.

The Demand Circuit Routing Internet-Draft by Gerry Meyer was approved for submission
for consideration as a Proposed Standard. The Protocol Analysis Internet-Draft will be
submitted as an Informational RFC.

Consideration of the STPP-RIP draft, particularly the Loop Detection algorithm, was post-
poned until RIP-2 has been accepted as a Draft Standard (so as not to affect that effort).

Discussion of the algorithm will be started next month on the ietf-rip mailing list and will
be discussed in detail in Seattle.

Routing over Large Clouds Working Group (ROLC)

The ROLC Working Group met for two sessions. The first session had a brief review of the
charter, and a discussion of the assumptions about media and network topology. The group
briefly discussed the IS-IS over NBMA and RIP over demand circuit documents. There
were some issues raised, which will be carried back to the relevant working groups.

The second session was devoted to a discussion of two documents. The discussion of the
Braden/Postel/Rekhter architectural document raised a number of issues. There was def-
inite support from this working group for the general purpose and approach. The group
consensus was that certain solutions less favored in the document (query/ response mecha-
nisms) were important tools.
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The group then reviewed the details of the NHRP proposal. It discussed the behavior in
the normal case, and the responsiveness to changes in underlying routing. One major flaw
which could produce loops was pointed out. An approach to the solution was also suggested.
It will be necessary for the group to work more on this issue. There was also the suggestion
that we adopt a solution which only works in the absence of address aggregation within the
large cloud. The solution and its applicability will be discussed on the e-mail list, while
discussion of the more general case continues.

Source Demand Routing Working Group (SDR)

The working group performed a protocol walk-through of the SDR document, and found
that only editorial changes were needed. The working group will be reviewing these changes
shortly, and submitting the specification for approval as an Experimental RFC.

The working group held brief discussions about route selection and efficient mapping of
packets to SDRP routes. Progress on other working group issues was somewhat lacking.

Due to personal emergencies, several key members of the working group were not able to
attend.
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CURRENT MEETING REPORT

Reported by Noel Chiappa

Minutes of the New Internet Routing and Addressing Architecture BOF
(NIMROD)

The Nimrod BOF met on Thursday, November 4, 1993. The discussion was lead by Noel
Chiappa. Isidro Castineyra, co-chair, took notes on the discussion.

Agenda

Agenda bashing.

Review of proposed charter.

Review of existing and proposed new terminology.

Debate on some items from “open architectural issues” list.
Work plan for immediate future.

No changes to the agenda were proposed. Also, there were no comments on the charter and
the terminology listing. This was an introductory meeting intended to start the group’s
work, as such it consisted of the discussion of basic open issues. The rest of these minutes
record the discussion on the open issues and the work plan agreed to.

Open Issues Discussion

e Can clusters overlap?

The argument was made that overlapping clusters would be necessary for re-organization
of cluster boundaries to provide a better abstraction hierarchy as the physical topol-
ogy changed. In this situation, interoperation and updating would be much easier if
both the old structure and the new could co-exist for a while. Once this mechanism—
overlapping clusters—is available, it could be used for other— unspecified—means.

It was also pointed out that overlapping clusters will result in endpoints possibly
having multiple locators, this could be (mis?)-used for biasing the route generation
mechanism. Some people favored this, saying that having multiple locators allowed
clients to select which one gave the desired routing behavior. Others maintained that
this was exactly the wrong way to do policy, and the locator should simply uniquely
name the location of the endpoint, and preferred that other mechanisms—within the
routing component—be defined for the purpose of policy, route optimization, etc.
Route suffixes, as proposed by David Clark, are one example of such a mechanism.

It was argued that overlapping clusters would make difficult the enforcement of transit
policies. An alternative mechanism to overlapping clusters, to allow re-organization,
would be to have multiple hierarchies at different levels. If a simpler re-organization
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mechanism could be found, overlapping clusters might be unnecessary, resulting in a
simpler architecture.

e Are abstraction levels identified explicitly?

It was argued that explicit levels would prevent growth of the network map at different
levels of the network. (In some sense, this is the same question as “Do locators grow
up, down, and can they be expanded in the middle?”)

In other words, if an endpoint were located at A.B.C.D.E (to invent a representation
of a multi-level hierarchical locator), and cluster A.B.C became too large, so that it
had to be split up into C1 ... CN, (resulting in locators of the form A.B.C.C5.D.E),
this process would be made more difficult if the cluster A.B.C.D was known to be
at the fourth level (counting from the top; the equivalent is A.B being at the fourth
level, if counting from the bottom).

It was also argued that if locators are given from the top, explicit levels are not
necessary. (Another way to put this is “Are partial locators possible?”) On the other
hand, if the locators can grow on the top end (as the network expands, say), a locator
which used to start at the top level no longer does so. Since these old locators are

likely to be around for a while after a new level is added, some way has to be found
to deal with them. '

e Are the labels of locators globally unique?

This question is obviously related to the previous question of partial locators. If the
label of each element in a locator is globally unique, it is not necessary to specify

which context (i.e., location in the abstraction hierarchy) to use to interpret any
partial locator.

It was pointed out that globally unique labels, while theoretically attractive, would
make locators very long. The consensus was that this was probably not necessary.

¢ Do we have a hop-by-hop mode, or just source routed packets and flows?

It was argued that a hop-by-hop mode is, in a sense, inherent in a hierarchical net-
work, because intermediate points might have to supply additional route detail not
contained in the original source route, when this has been generated using a map
without the necessary detail. Such detail might have been unobtainable, if a cluster
has an information-hiding policy which prevents any information about the internal
topology of that cluster from going outside the cluster.

Strictly speaking, this does not have to be handled by a hop-by-hop mode, since the
entry point into the closed area could generate the rest of the path on entry, and
either add it to the flow path (for a flow setup), or the source route in the packet (for
a source-routed packet). However, such a cluster could run hop-by-hop mode inside
the cluster without anyone outside being any the wiser. (In fact, Nimrod imagines
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that exactly such an operational mode will be used during Nimrod deployment, to
handle areas of non-converted old-style routing.)

However, this does not fully answer the original question, since a hop-by-hop mode
would mean that all routers in the system have to support such a mechanism, not just
those in closed areas. The question really is “How little detail can a source give in a
source route?” If the minimum source route consists of only the destination locator,
then the system does have to support hop-by-hop mode, or at least something which
looks a lot like it, in the sense that the source just labels the packet with the ultimate
destination, and lets the routers work out how to get the packet there.

Do we retain the EGP/IGP split?

The consensus was that the EGP/IGP split cannot be eliminated, as a given cluster
that does not give out its internal organization can always operate internally using any
routing architecture it wishes, as pointed out above. However, the notion of a single
defined level which is “the” EGP/IGP boundary does appear to be counterproductive.

When do we tackle multicast?

It was suggested that multicast should be made the fundamental mode, with unicast
as a special case of multicast. It was also pointed out that multicast affects only
route generation and forwarding, the other components of routing—i.e., network con-
nectivity representation, map distribution, etc.—are independent of the existence of
multicast.

Do the nodes in the graph representation of the network represent
interfaces or routers/networks?

This debate went on for a while, but no definite conclusion was reached. Those in
favor of the former pointed out that it provided the most flexibility, and avoided
situations like the difficulty of modeling a router which fell on an administrative
boundary. Those in favor of the latter pointed out that interfaces and routers are the
basic physical constituents of the network, and the map needed to be able to model
them in a way that was both efficient (i.e., not in a way that needed ¥ 2 arcs to model
the internal connectivity of a network or a router) and easy to understand (since we
need to build a system that many, many people will need to be able to work with).

What is the smallest thing which can be a cluster?

This point is obviously closely related to the one above. There were arguments in
favor of interfaces, in favor of routers, and in favor of networks.
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¢ Do routers have locators?

Some think that routers can have locators, but, depending on the level of abstraction
these might not be available.

7

The problem with routers having locators is that if a router is connected to two
widely separated points in the abstraction hierarchy, which branch of the abstraction
hierarchy do you place the router in? Alternatively, you can provide it with a locator
which is at the same level as that at which the two branches join, but if there are
many such routers, this may present a problem. Yet another alternative is to assign
such a router several locators, one for each place where it is connected, but if this is

done, perhaps it makes more sense to think of the locators as naming the interfaces,
not the router.

A related question is “Can we tell by looking at a locator whether it names an
interface, a network, a router, or a cluster?”

e Do we have separate namespaces for interfaces and endpoints?
Mobile endpoints are easier to handle if the endpoint has a name which stays constant

while it moves. It is hard to see how to provide the latter without having a separate,
non-topologically oriented, namespace for endpoints.

The question then becomes “Do the topologically oriented names (i.e., locators) name
endpoints or interfaces?” This is related to the question above. If an endpoint is in
a host which has two widely separated interfaces, exactly the same set of options are
available for dealing with the situation.

Action Items

The following action items were decided on:
¢ We will try to schedule the next IETF meetings for Tuesday and Wednesday morning.

¢ All new open issues raised during the working group meeting are to be sent to the
working group mailing list.

e The chair will include the new points, re-sort the list into priority order, add a new
category of “local” for issues, and resubmit.

¢ A document showing the outcome of the discussions on the open items will be prepared
and sent to the list.

¢ A moderated list discussion will take on remaining open issues.
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e Scheduling a Boston interim meeting will be investigated.

¢ The working group agreed to have a draft of the architecture RFC prepared by the
end of January, 1994, for final examination at the March IETF.
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2.6.1 Border Gateway Protocol (BGP)

Charter

Chair(s)

Yakov Rekhter: yakov@watson.ibm.com

Mailing Lists
General Discussion: bgp@ans.net
To Subscribe: bgp-request@ans.net
Archive:

Description of Working Group

Develop the BGP protocol and BGP technical usage within the Internet, con-
tinuing the current work of the Interconnectivity Working Group in this regard.

Goals and Milestones

Ongoing

Done

Done

Done
Done

Done

Done
Done
Done
Jan 1993
Jan 1993

Jan 1993

Coordinate the deployment of BGP in conformance with the BGP usage doc-
ument in a manner that promotes sound engineering and an open competitive
environment. Take into account the interests of the various backbone and mid-
level networks, the various vendors, and the user community.

Complete development of Version 2 of the Border Gateway Protocol (BGP).

Develop a mature BGP technical usage document that allows us to build Inter-
AS routing structures using the BGP protocol.

Develop a MIB for BGP Version 3.
Work with the Security Area to enhance the provision for security in BGP.

Develop a BGP usage document describing how BGP can be used as part of a
network monitoring strategy.

Post an Internet-Draft specifying multicast extensions to BGP.

Post the specfication of BGP 4 as an Internet-DraftA.

Post an Internet-Draft specifying a MIB for BGP Version 4.

Submit the multicast extensions to BGP to the IESG as a Proposed Standard.

Submit the specification for BGP Version 4 to the IESG for consideration as a
Proposed Standard.

Submit the BGP Version 4 MIB to the IESG for consideration as a Proposed
Standard.



312

CHAPTER 2. AREA AND WORKING GROUP REPORTS

Internet-Drafts

“A Border Gateway Protocol 4 (BGP-4)”, 12/23/1993, Y. Rekhter, T. Li
<draft-ietf-bgp-bgp4-07.txt>

“Definitions of Managed Objects for the Border Gateway Protocol (Version 4)”,
12/01/1993, S. Willis, J. Burruss, J. Chu <draft-ietf-bgp-mibv4-04.txt>

“BGP4/IDRP for IP—OSPF Interaction”, 12/14/1993, K. Varadhan, S. Hares,
Y. Rekhter <draft-ietf-bgp-bgp4ospf-interact-03.txt>

“Application of the Border Gateway Protocol in the Internet”, 11/17/1993, Y.
Rekhter, P. Gross <draft-ietf-bgp-application-03.txt>

“Application of the Border Gateway Protocol and IDRP for IP in the Internet”,
10/18/1993, Y. Rekhter, S. Hares <draft-ietf-bgp-idrp-usage-00.txt>

“BGP-4 protocol document roadmap and implementation experience”, 01/03/1994,
P. Traina <draft-ietf-bgp-bgp4-implement-01.txt>

Request For Comments

RFC 1105
RFC 1163
RFC 1164
RFC 1265
RFC 1266
RFC 1267
RFC 1268
RFC 1269

RFC 1364
RFC 1397

RFC 1403

“Border Gateway Protocol BGP”

“A Border Gateway Protocol (BGP)”

“Application of the Border Gateway Protocol in the Internet”
“BGP Protocol Analysis”

“Experience with the BGP Protocol”

“A Border Gateway Protocol 3 (BGP-3)”

“Application of the Border Gateway Protocol in the Interﬁet”

“Definitions of Managed Objects for the Border Gateway Protocol (Version
3)”

“BGP OSPF Interaction”

“Default Route Advertisement In BGP2 And BGP3 Versions Of The Border
Gateway Protocol”

“BGP OSPF Interaction”
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CURRENT MEETING REPORT

Reported by David Conrad/Internet Initiative Japan

Minutes of the Joint Session of the BGP and IPIDRP Working Groups

BGP4 Unresolved Issues - Dennis Ferguson

The following issues were discussed:

¢ Decisions have to be made regarding choosing a next hop forwarding address
e What should be done when there is no IGP route to the forwarding address

It was observed that the tie breaking rules can be directly derived from these two decisions.

With respect to choosing the next hop forwarding address, there are two options: using
NEXTHOP and using neighbor address.

The advantages to using NEXT_HOP for the forwarding address:

¢ Better routing when there are alternative paths to the DMZ

o Allows use of IBGP route servers

e If you don’t care about third party NEXT_HOP, it is cheaper to not set the NEXT_HOP
to a local address (not permitted by current spec)

A disadvantage of using NEXT_HOP is that the DMZ address must be propagated into the
IGP before a third party NEXT_HOP can be advertised.

Advantages to the use of neighbor’s address for the forwarding address are that there is less

confusion about whether the DMZ needs to be propagated into the IGP or not, and that
cisco BGP3 did it this way.

It was discussed that NEXT_HOP means an unstable IGP may result in retracted routes,
and that the handling of IGP instability should be addressed in the specification. Other

points presented are that Europeans have NEXT_HOP as a requirement and that NEXT_HOP
gives better routing decisions.

There was discussion on what to do when there is no IGP route to the forwarding address.

The option of not selecting a route for which you don’t have an IGP route was examined
as well as the option of blackholing traffic when there is no IGP route.

The advantages of not selecting a route are that an IGP cost for tie-breaking always ex-
ists, fallback routes can be used, and black holes are not readvertised. The advantage of
blackholing is that it is easy.
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Comments made with respect to the options available include the observation that either is
interoperable and that there is sympathy for people blackholing as an easy solution when
trying to get other things working.

The attendees decided to use NEXT_HOP as next hop forwarding address and not to select
a route for which you don’t have an IGP route.

Enhancements to AGGREGATOR - Paul Traina

Currently the AGGREGATOR path attribute contains the AS of aggregator. The attendees
had decided to add an ASCII string, but subsequent discussions on the BGP mailing list
reversed this decision.

The final decision on the AGGREGATOR path attribute is to add an IP address (in addition
to the AS number), and indicate in the protocol specifications that this attribute is “highly
recommended” for implementation.

LOCAL_PREF - Dimitry Haskin

It was pointed out that there are inconsistencies between the various BGP documents with
respect to treating LOCAL_PREF. In the BGP4 Protocol specification higher value —
higher preference, while in the BGP4 Usage document lower value — higher preference.

It was observed that BGP4 is unlike all other protocols (except BGP3) on the issue of
preference. This could cause transition problems.

Yakov Rekhter volunteered to check the BGP/OSPF interaction document and insure higher
value means higher preference (the protocol document is correct). The BGP4 documents
will be clarified on this issue as well.

Erroneous NEXT_HOP - Tony Li

The subject of the discussion is how to handle the case when the NEXT HOP value is
wrong. It can be ignored but logged, or a non-fatal notification can be sent to the host
generating the bad NEXT_HOP. It was decided that it would be ignored but logged since
the other option would result in too much change to the specification. The notification
option will wait until the next version.
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BGP4 MIB - Andrew Partan

Possible improvements to the BGP4 MIB were discussed. More variables should be added
that would be useful from an operational standpoint.

The meeting participants reached the following decisions:

o Define a MIB variable that contains elapsed time since the last BGP peering session
establishment /termination. This variable is defined on a per peer basis. If the session
was never established, this variable contains the elapsed time since the peer was
configured.

¢ Define a MIB variable that contains elapsed time since the last UPDATE received.
This variable is defined on a per peer basis.

o Combine internal and external BGP neighbors MIB tables together.

IDRP Status - Yakov Rekhter

IDRP reached full International Standard in October 1993. The document is available via
anonymous FTP from merit.edu in PostScript (/pub/iso/is010747.ps[.2]) or ASCII
(/pub/iso/idrprfc.txt).

It is expected that the document will be issued as an RFC as well.

IDRP Implementation - David Jacobson

Yakov Rekhter, Rob Coltun and David Jacobson participated in the implementation. It
is a standalone IDRP that supports integrated IP and ISO routing. It can run over IP or
CLNP, and is loosely coupled to GateD.

The implementation supports the following functions:

¢ Basic Transport
Empty RIB-Att
Confederations
Policy
Aggregation

It is expected that by the end of 1993,, the code will be completed and some testing will
be performed. More internal system tests on the code will take place in early 1994. In late
winter or early spring the code will be available for interoperability testing. The code will
be given to NSF, and NSF will decide on the distribution of the code.
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Domain Partition Repair - Dennis Ferguson

BGP does not currently handle partition healing like EGP does.

Two types of routing loops were defined:

e Permanent - routing protocol not required to send updates to terminate the loop

o Transient - routing protocol will send update which terminates loop

BGP routing loops were discussed. It was observed that BGP routing loops are always
transient, and that the BGP specification chooses 1-cycle loop termination in all cases. If
BGP allowed n-cycle loop termination with n > 1, partitions may be healable. The cost of

setting n > 1 is that it can lead to transient loops that require a large number of updates
to terminate.

The following changes to the document are needed to support Domain partition repair:

o In section 6.3 remove the check that an AS appears in the AS path only

o In section 9.3 remove the constraint against using a route with the local AS in the
path

e Modify the aggregation procedures such that multiple occurences of an AS in the
path of a route being aggregated are reflected in the aggregate path

¢ Modify the constraint in section 5.1.3 on advertising your neighbor’s address as the
next hop '

The following comments were made during the discussion:

e Implementing domain partition repair could impose some addressing constraints (e.g.
class As)

e Implementing domain partition repair requires removal of the AS-PATH check in
section 6.3; however, removal of this check has no negative impact on the protocol

e Implementing domain partition repair will work only in presence of contiguous se-
quence of BGP-4 speakers. Passing routes that went through a partition repair to
BGP-3 would result in terminating BGP peering with a BGP-3 speaker

e Implementing domain partition repair by removing ASs from the AS path is very
dangerous

It was decided that the check in section 6.3 will be removed and that it should be verified
that ATOMIC_AGGREGATE reduces the number of bits.
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Advancing BGP4 to a Proposed Standard - Yakov Rekhter

Yakov Rekhter will cleanup LOCAL_PREF issues in usage documentation, changes to the
BGP4 specifications will be done by Yakov Rekhter and Tony Li by Thanksgiving, and the
BGP4 MIB will be updated by John Chu by Thanksgiving.

Selecting an Indirect Provider - Yakov Rekhter

The scheme is described in the Internet-Draft, draft-rekhter-select-provider-00.txt.
It was discussed that with tunneling, even experienced users can run into trouble. It was
also noted that more manageable mechanisms than tunnels are needed.

Route Server - Tony Li

Currently IBGP must be fully meshed. An alternative is to have an IBGP route server.
Route servers would be fully meshed. An IBGP route server would constrain the amount
of configuration and IBGP connections. The upper bound would be the number of border
routers. Route server traffic would get all changes. Packet routing would be decoupled from
data flow. To implement an IBGP router server would require an algorithm and protocol
to elect designated route server.

Attendees

William Barns barns@gateway.mitre.org
Stephen Batsell batsell@itd.nrl.navy.mil
Rebecca Bostwick bostwick@es.net

Al Broscius broscius@bellcore.com
Randy Bush randy@psg.com

Enke Chen enke@merit.edu

Henry Clark henrycQoar.net

Rob Coltun rcoltun@ni.umd.edu
Christopher Dorsey dorsey@es.net

Dennis Ferguson dennis@ans.net

Carlos Fernandez carlos@plk.af.mil

Vince Fuller vaf@barrnet.net

Vincent Gebes vgebes@sys.attjens.co.jp
Herluf Hansen hha@tbit.dk

Susan Hares skh@merit.edu

Dimitry Haskin dhaskin@wellfleet.com
Denise Heagerty denise@dxcoms.cern.ch

Robert Hinden hinden@eng.sun.com
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Akira Kato kato@wide.ad. jp

Hiroshi Kawazoe kawazoe@Qtrl.ibm.co.jp
Sean Kennedy liam@nic.near.net

John Krawczyk jkrawczy@wellfleet.com
Charles Kunzinger kunzinger@vnet.ibm.com
Tony Li tli@cisco.com

Robin Littlefield robin@wellfleet.com
Kim Long klong@sura.net

Peter Lothberg roll@stupi.se

Thang Lu tlu@mcimail.com

Doug Montgomery dougm@osi.ncsl.nist.gov
Robert Moose rmoose@gateway.mitre.org
Dennis Morris morris@altair.disa.mil
Sandra Murphy murphy@tis.com
Vijayaragavan Pandian vjp@proteon.com

Andrew Partan aspQuunet.uu.net

Alex Reijnierse a.a.l.reijnierse@research.ptt.nl
Yakov Rekhter yakov@watson.ibm.com
Steven Richardson sjr@merit.edu

Greg Ruth gruth@gte.com

Dallas Scott scott@fluky.mitre.org
Paul Serice serice@cos.com

Erik Sherk sherk@sura.net

Bernhard Stockman boss@ebone.net

Marten Terpstra marten@ripe.net

Paul Traina pst@cisco.com

Chris Wheeler cwheeler@cac.washington.edu
Cathy Wittbrodt cjw@barrnet.net

Jessica Yu jyy@merit.edu

Mary Jo Zukoski maryjoQgateway.mitre.org



IBGP Hack Forwarding
and Tie Breaking

Deanis Ferguson
Advanced Network & Services

The Decisions

We know the immediate oext bop foc an IBGP route peeds to be
demmedbypdm;x totwdm;add:us from the route’s

ioa, and then looking for a route to the “forwarding
.ddfns'hyonthPnfamm The next hop(s) associated with
the latter should be used for the IBGP route.

‘We know bad things will happen if the route you are forwarding
throngh is not an JGP rouse. There needs to be a statement of what
happens if the route to the forwarding address is not an IGP route, or
is not known.

It is understood that the IGP costs used for ticbreaking should be
those associated with the IGP route to the forwanding address. This
anmmymnnhamdm

There are two candidates for the fi ding address, the
NEXTJDPJ&MPMN&MJ&WM
sent you the IBGP route. This needs to be decided.

Mmmwﬂﬂmhw&h@mﬁmmh&mm

route to the f¢ di ) lhemhnhhdblng
traffic w0 the & ormdng lecting such routes. This
needs o be decided.

The Forwarding Address

The advantages of using the NEXT_HOP address as a forwarding
address arc (as | understand them):

Using the NEXT_HOP gives you somewhat better routing in
situations where you have several aliemative paths to reach the
DMZ actwork, the best of which don’t pass through the router
which sent you the IBGP route.

Using the NEXT_HOP makes it possibie to implement IBGP
route servers, rather than baving to maintain the full mesh of
IBGP connccticns. |t also makes it conceivable that onc could
design an IBGP flooding algorithm where IBGP speakers oaly
peed to ralk [BGP 1o their direct neighbours. I doa’t know if this
is useful or not.
If you don’t care abie third party NEXT._HOPs & is cheaper not
o just set the NEXT_HOP 10 a local address. The current spec
doesn't permit this.
The disadvantages of using the NEXT_HOP address as a forwarding
address are:

It requires that the DMZ address be propagated into the IGP
before a third party NEXT_HOP can be advertised. This requires
text in the draft to specify the the IBGP sends set the
NEXT_HOP to a local address if they can't determine that the
DMZ is being advertised.

The advantages of using the neighbour address are:
Less confusion about whether the DMZ address needs to be
propagated into the IGP or not.

Cisco BGP3 did it tns way.

Missing 1GI’ Forwarding Route
The advantages of not sclecang a route for which you don’t have an
1GP route 10 forward through are:
You always have an IGP cost for tic-breaking.

You get to use fallback routes which are available if you do’t
sclect pon-working IBGP routes.

You doa’t readvertise black boles to ncighbours
The advantage of black boling traffic when there is no IGP rouse is:

Some implementations may find this easier to do. Such
implemeatations may do this no matier whay the spec says.
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AS Partition Healing
and BGP

Dennis Ferguson
Advanced Network & Services

AS Partition Healing

The Border Gateway Protocol provides loop-free routing in asbitrary
topologies. with arbitrary configuratioas. In comparison its
puemEGn.wMonlypfovlde' loop-free routing if the
topology were constrained 10 the “core model™.

e of pastitioned y hot
rod'mgloept.uhngulllpﬂiﬁu‘_f ined Y
0 the “core™. With BGP we lost the ability to support healing of AS
partitions via inter-AS peths, because of the loop terminati
criterion chosen for BGP, exoept in limited circumstances (¢-£-
MIM-

BGP can't support it is a drawback.

=

guaranice that routing loops will always be wcrminated, if the routing
foop termination ition were modified to accomodate this. In
puﬁwh&imuldbemphdhhﬂmmm
section 9.3 of the BGP4 draft is pot always correct: ’
-UhebdASwshmeASpuhdmcmmb&g
cnsidued.lhmhtmwmcmbevianduwm
m&amﬂnﬁammwmﬂ.-m‘ loop

Routing Loops

For the purposcs of this discussion. a routing loop forms when a
route uses a route which leads to a secoad router which is using a
route which leads back to the first.

A permanent routing loop occurs when a rouring loop has formed
but the routing protocol instances running oa the routers invotved in
the loop are not required to send p | updates which will
terminate the loop.

A transient routing loop occurs whean a routing loop has formed. but
in resp the routing p i ing oa the routers
involved in the loop are required to seod p i updates which will
terminate the loop.

EGP2 would allow permanent routing loops to form if
readvertisement of routes was not limited to the “core model”™
topology. BGP, like most interior routing protocols. cannot prevent
transient routing loops from forming, but guarantees that whea a
transient routing loop has formed the protocol will be required to
send updates which will eventually terminate the loop.

Policy Representation

The examples following use a policy rep of the gencral

form:
import proto <proto> aspath <regex> preference <pref> ;

<proto> can be bgp, ibgp o igp.

<regex> is a regular expression over the AS path. For cxample the
fomqwmmmmuwommm:

.* 690 .*

qubisninpuvuh:fonhepudam(lmnhnm
Mw‘m‘iumwmkm

mfowwbdwmhw.pinsuﬂng:
route with the local AS im the path does pot exist.
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An Example of a BGP Loop

Consider the following topology, where X is a network route:

X
1
tmm—em——e
t !
1 A ]
1 '
ememeaa 3
/ \
/ \
7/ \
1 1 1 1
1 B e-mcemceea. + C ]

Autonomous system A has the following policy:
import proto igp preference 10 ;

import proto bgplibgp aspath .* C .* preference 100 :
import proto bgplibgp aspath .* B .* preference 110

.

Autonomous system B has the following policy:

import proto igp preference 10 ;

import proto bgplibgp aspath .* A .* preference 100 ;
isport proto bgplibgp aspeth .* C .* preference 110 ;

Autonomous system C has the following policy:

import proto igp preference 10 ;

import proto bgplibgp aspath .* B .* preference 100 ;
import proto bgplibgp aspath .* A .° preference 110 ;

An Example Continued
Note that AS B is using a route 10 X with the path
< A > -
Note thut AS C is using 2 route to X with the path
< BA>

Consider what happens if A loses its route to X:

ommmmmne
1 1
[ S
1 !
- -
/ \
7 \
4 \
.-
t 1 i i
I B emmmemem—e- - |
] t 1 t
-

A picks its preferred fallback to X, through C. This route hat the
path:

<CBA>

A readvertises its choice 10 B. B now has the path:

<ACBA>

B readvertises its choice to C. C now has the path:
<BACBA>

C readvertises its choice to A. A now has the path:
<CBACBA>

. and so on.

Things To Observe About BGP Loops

Routing loups which form in BGP arc always transicnt. That is,
when a loop has formed BGP is required to send p i B
to update ncighbours, whose BGPs in tum are required to send
protocol messages to update their neighbours, and so on, as long as
the loop persists.

The problem with having 0o constraint is that there is 80 tenmination
condition for the routing loop. It is a “permancat”™ transicat.
A loop may be detected by looking for “cycles™ in the AS path, or

alicrnatively by having each router which bandles the rouse look for
its own AS in the path.

A condition sufficicat to all loops is that a router use no
route in which the local AS appears N times.

The BGP spec choses N to be | (ie. 1<cycle loop termination) in all
cases. This has the effect of minimizing the types of route decisions
which can lead to transient loops, as well as minimizing the length
of any transicat which occurs.

The question which ins is, are there ci where using
an N-<cycle loop termination condition, with N>1, can provide useful
results? In particular, will using a route with your AS in the path
once always lead to routing loops?

Also notice that ooe doesn’t need the routing loop constraint built
nto BGP. For the 3 AS’s involved the following configuration
would have implemeated 1-cycic loop termination:

For A: import proto bgp aspath .* A .* preference none ;

ForB: import proto bgp aspath .* B .°* preference noue ;
For ¢ import proto bgp aspath .* C .* preference none :

Another Example: Partition Healing

Consider the tollowing topology:

Other Ases Other ASes
I i
wemmee D LR R R PP PP em—na- .
i [}
[} AS 200 '
t [}
4 mcgesmmemesececcresmccesee——ee——a -,
1 [}
' !
B e DL P
] '
1 AS 690 ]
1 t
mmm e B e T T T . .

Suppose AS 690 has the following configuration:
? prefer interior routes
import proto igp preference 10 ;

# route loop detection. One-cycle termination
1mport proto bgp aspath .* 690 .* preference none :

4 routes received directly from external local
# peers are preferred

import proto bgp aspath .
import proto ibgp aspath .

.* preference 100 ;
.* preference 110 ;
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Another Example Continued

Same topology:

Other ASes Other Ases

i i
i !
i AS 200 |
i [
emmmepeemmmemesecesmesseeseess-enooo oo

' 1

1 i
! 1
! As 690 |
! 1

1
Other ASes

Wummmrmmﬁm
# basic 2-cycle loop termination R
import proto bgp aspath .* 200 .* 200 .* preference none;

import proto igp preference 10 ;

# accept AS-200-originated routes from AS 690, but with a less
& attractive preference than via internal paths
import proto bgp aspath 690 200 preference 20 ;

* 1 T d by other routers in AS have at
¢ least one AS in the path, and axe preference 110. Also
# accept such routes from AS €90 at the same preference

# (shortest AS path breaks preference ties)

import proto ibgp aspath . .° preference 110 :

import proto bgp aspath 690 200 . .* preference 110 ;

¢ for anything other than the above. one-Cycle loop terminatic
import proto bgp aspath .° 200 .< preference none ;

. 1
# preference 100
import proto bgp preference 100 ;

received directly from local peers are

Another Example Yet Again

Consider what happens if AS 200 partitions:

Other ASes Ochex ASes
] I
em———- smmmmmmme—— e emmemmmemeccen- m———— .
1 [ 1
[} AS 200 [ AS 200 1
i [ ]
P it + e-cemmee—eomma-- B e
1 1
1 1
- S
) i
' AS 690 1
! 1
- -
1
Other ASes

AS 200 intermal routing will heal inclf via AS 690.
Both partitions of AS 200 will retain reachability to the rest of the

with routes p ",psingthau@nbcthpmidos.
Loop for AS 200 through AS's other than 690 is
1-cycle, like the standard.

meumimﬁonm;nswosu-qch. All Joops will be
HASGNM@&QAS@MM»ASWM;&M
nm:badﬁh:ymmdvedﬁmmﬁngvﬂlbenﬁuﬁw
loops as with 1-cycle termination.

The comment in the spec is wrong. This is an example of where
@gmﬁmmbﬂﬁhkmmmmﬂym
0 routing loops.

How Many Cycles?

- A routing loop will form if a router selects a route which leads back
10 itself. Notc that this is “router”, not “autonomous system ™.

. Seleaingnmviﬂ:dleloalASh&epdwillcmhlyludm
2 loop if the AS coasists of only cae router. If the AS coasists of m
routers then setting N>m will provide o useful results.

= The most appropriate setting for N is the number of AS partition
fragments one would like to beal. Only setting N>1 for those routcs
performance.

= The big cost of sctting N>1 is that it can potentially lead to transient
loopswhichmquhealu;eunberoﬁq;dﬂcswwmimc. These
updates will be visible globaily, and will cost everyonc’s routing.
Indiscriminant use of multicycle Joop termination would not bave 2
pleasant effect.

«  Careful use of such a facility, bowever, could allow a knowledgabic
user familiar with the topology to config partition beating via
knowa paths with no additional exposure to routing loops at all.
The tradeoff is that giving these knobs to 2 user who knows what he
is doing can potenrially allow users who don’t know what they are
doing to do terrible things.

Changes to the Draft

In section 6.3, remove the check that an AS appears in the AS path
only once.

In section 9.3, remove the constraint against using 8 route with the
local AS in the path and repiace it with something like:

“If the oumber of occurances of the local AS in the AS path is
greater than or equal 1o the AS cycle limit the route must not be
used. The AS cycle limit must be sct to | by default, can
prionally be & d by configuration on a per-peer or per-
route basis, but must never exceed the oumber of AS partition
fragments the topology can reasonably sustain”™.

Modify the aggregation procedures such that multiph of
an AS in the path of a route being aggregated are refiected in the
aggregate’s path.

mummms,xsmmmm
ocighbour’s address as the next hop 10 read something like:
“A BGP speaker must mark as unusabie routes advertised by a

ncighbour which have oac of the reeciving speaker's interface
addresses as a next hop.”
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IDRP Implementation Status

Dave Jacobson (IBM Corp.)

Schedule

By Year End

- Code Complete + Some Testing

Early Winter

"« Internal System Test

Late Winter - Early Spring

«  Available for Interoperability Testing

Participants

¢ Yakov Rekhter

IBM Research

¢ Rob Coltun

RainbowBridge Communications

¢ David Jacobson

IBM Network Routing Systems

Prototype Implementation

Standalone IDRP

Integrated IP and ISO Routing
Runs over IP or CLNP
Loosely Coupled To GateD
Functions

-  Basic Transport

- Empty RIB-Att

- Confederations

- Policy

- Aggregation

323




Selecting an Indirect Provider

John Scudder  jgs@merit.edu
Yakov Rekhter  yakov@watson.ibm.com
JessicaYu Jyy@meritedu

Limitations of Current Routing

« Choices of routes available to a subscriber are
limited by routes selected by its direct providers.

Example:

the Routing Fish

« C has to select either D or E as its next-hop domain
to reach F.

« A and B are restricted to use C's choices.

« Unimplementable in current routing: C prefers to
reach F via D, but B prefers E (i.e. Bwants touse E

as its indirect provider.)

Current Inter-Domain Routing

. Inteme_tasasetdarbiﬂarilymmomectedASes
(Domains).
« Taxonomy of ASes:

« Direct Service Providers (e.g. MeritMichNet)
« Indirect Service Providers (e.g. ANS)
« Service Subscribers (e.g. U-M)

« BGP/IDRP for Inter-Domain Routing
» Hop-by-hop forwarding (with problems)

So What’s the Problem?

« How does a subscriber leam what routes its indirect
provider has? (If the direct provider hasn't already
selected those routes.)

o If a subscriber wishes to route through its indirect
provider, how does it ensure that its packets are
routed the way it wants? (“Consistent forwarding”)
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Short Answers
* Leaming routes: Use BGP/IDRP
* Consistent forwarding: Use tunneling

Learning Routes From Indirect
Provider

« Establish direct BGP connection with indirect
provider

¢ By removing “common subnet” restriction for
external nenghbors (requires some
programming), o

¢ Peer through a tunnel (can do this now)

* Routes leamed this way (“indirect routes”) are
indistinguishable for purposes of route
selection/distribution from routes leamed from a
directly-connected provider (“direct routes”).

Providing Consistent Forwarding

= Hop-by-hop won't work — need to override direct
provider's choices.

* Encapsulate (tunnel) to the indirect provider’s BIS.

. IEn opnncuple any encapsulation will do (GRE, SDRP,

Refinements

* Use NEXT_HOP to denote some other
deé:xagsulator — this is just an extension of current
HOP semantics.
« Use AS_PATH of the route to the indirect provider
to ascertain actual path to the provider's BIS (but
wait to hear about potential pitfalls of this).
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Mechanics
With off-the shelf routers:

« Participating routers (i.e. subscriber and indirect
provider) setup a tunnel between themselves.

« cisco 921 can do this, maybe others too

« Peer and forward packets through this hand-
configured tunnel

« Tunnelis just a logical point-to-point link
« No need to relax “same subnet” rule since routing
router on the
other end of the

. Maydobadﬁﬁngswhenmetopologydmanges
(more on this later).

With (more) refinements:

« Relax “same subnet” rule
. Changene:d—hopsemanﬁwabit
« Now: “Forward packets via this next hop.”
« New: “If on a common subnet, forward via this
ne:dhop.elseencapalatetoﬁisnexthop.’

= Requires change to BGP and forwarding engine.
» Removes requirement to manually con! re tunnel.

Example

Policies:

subscnber Preferred path to F | Fal to
indirect) D E

B (indirect) E D

C (direct) D E

. IB\égd C have same policy, so works with plain old
« B establishes tunnel to E and prefers routes
received via that session

« Fallback C-E goes down, B sees E's AS path
to(C,D,F, E)soitteaxsdownmmeltoE
and falls back to normal routing (i.e. using D as
“indirect provider”)

Perils and Pitfalls
* Stupid routes
« Tunnels within tunnels (within tunnels...)

Stupid Routes

This is fine:

« The problem is that dynamic routing maintains the
tunnel to E even when it becomes stupid: Tunnels
are too robust.

Possible solution:

« B monitors AS path to E: f AS path to E ever
includes F (or gets too long, or changes, or... local
policy choice) then tear down tunnel and peering
session.

« This requires that AS path to indirect provider
refiect the real topology, so it can’t be tunneled
(solution for this in a minute)
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Conclusions

< Provide new functionality with off-the-shelf
components:

+ No new routing protocols

« Any encapsulation suffices
< Can be deployed today with cisco 9.21 (and

others?
. Somew?mat brittle without deployment rules/
coordination or small changes to protocols

. %nlxt_small changes required to make things work
g
< Similar to “long-distance canier” selection in
tg;e directly ther network la ocols
. n di a| to other ne! yer prot
(CLNP, IPng?
+ Not intended to solve Al problem
« Need input: Real-life need for this?

For more info:
draft-rekhter-select-providers-00.txt
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2.6.

ROUTING AREA

329

2.6.2 IP Routing for Wireless/Mobile Hosts (MOBILEIP)

Charter

Chair(s)

Steve Deering: deering@parc.xerox.com
Greg Minshall: minshall@wc.novell.com

Mailing Lists

General Discussion: mobile-ipQossi.com
To Subscribe: mobile-ip-request@ossi.com
Archive: loki.ossi.com:/pub/mobile-ip/

Description of Working Group

The Mobile IP Working Group is chartered to develop or adopt architectures
and protocols to support mobility within the Internet. In the near-term, pro-
tocols for supporting transparent host “roaming” among different subnetworks
and different media (e.g., LANs, dial-up links, and wireless communication
channels) shall be developed and entered into the Internet standards track. The
work is expected to consist mainly of new and/or revised protocols at the (in-
ter)network layer, but may also include proposed modifications to higher-layer
protocols (e.g., transport or directory). However, it shall be a requirement that

the proposed solutions allow mobile hosts to interoperate with existing Internet
systems.

Longer term, the group may address, to the extent not covered by the mobile
host solutions, other types of internet mobility, such as mobile subnets (e.g.,a
local network within a vehicle), or mobile clusters of subnets (e.g., a collection
of hosts, routers, and subnets within a large vehicle, like a ship or spacecraft,

or a collection of wireless, mobile routers that provide a dynamically changing
internet topology).

Goals and Milestones

Done

Review and approve the Charter, making any changes deemed necessary.

Nov 1992  Post an Internet-Draft documenting the Mobile Hosts protocol.

Mar 1993

quired to facilitate non-host mobility.

Mar 1993  Submit the Mobile Host Protocol to the IESG as a Proposed Standard.

Review the Charter of the Mobile IP Working Group for additional work re-
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INTERIM MEETING REPORT

Reported by Kannan Alagappan/Digital Equipment Corporation

Minutes of the IP Routing for Wireless/Mobile Hosts Working Group
(MOBILEIP)

The MOBILEIP Working Group convened for an interim meeting on September 9 and 10
in Newark, NJ. This group is charted to develop or adopt architectures and protocols to
support mobility within the Internet.

In general, the two day meeting was productive. The group reached some agreement on the
major architectural issues and terminology.

The goals of the meeting were to generate a group draft, appoint an editor, and diffuse egos.

CDPD Overview

Mark Knopper presented a brief overview of the Wireless Data Market and the CDPD
architecture, protocols, services. According to one source, 27% of the market will be for
personal communications and 40% for mobile office. CDPD is developing open specifica-
tions for air protocol (secured), carrier interoperability, and network functionality (“ISO
terminology in specification, but really IP”). A-Interface (airlink) between mobile end sys-
tems and mobile database stations, E-Interface (external network) between CDPD network
and external world, and I-Interface (inter-service provider) between other CDPD service
providers networks.

Volumes 3 and 5 of the specification are relevant to this working group. The MNRP protocol
is derived from ES-IS and seems to be between the mobile and visitor agent. The MNLP
protocol is from the visitor agent to the home agent. The MDLP protocol is for cell switching
between mobile data base stations.

Mark also handed out a paper on the CDPD Engineering Plan for IP Address Allocation,
draft 1.1. This paper proposes an allocation plan for IP addresses, and includes a justifica-
tion and some discussion of the architecture and routing issues for the CDPD network.

User/Functional Requirements

John Penners presented his requirement analysis for Mobile IP. John described hard re-
quirements and soft requirements. The group agreed that our solution should not preclude
support for mobile segments, but mobile segments are not a hard requirement.
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After some discussion, two fundamental user requirements along with a few additional soft
user requirements were decided upon:

1. A mobile host shall be capable of continuing to communicate using the same IP

address, after it has been disconnected from the Internet and reconnected at a different
point.

2. A mobile host shall be capable of interoperating with existing hosts, routers, and
services.

Additional soft user requirements:

1. Not weaken IP security. The general feeling is that there is none now. The marketing

requirement is that users do not feel that Mobile IP significantly reduces their present
security.

2. A Mobile host should be able to participate in IP multicast groups.

3. There should be a means of hiding mobile location information from correspondent
hosts.

Most of the other requirements in John’s list were grouped as criteria for evaluating our so-
lution. Greg Bruell rearranged John’s list based on a hierarchical approach with a weighted
model. These are metrics by which the group will judge its solution.

e Robustness

Fault Isolation - the ability to isolate faults created by mobile users should be
considered for both individual and group behavior.

Lost Packet Operation - protocols involved in supporting mobility should be
able to maintain correct operations in the presence of loss of packets.

Robustness - support for mobile computing should provide sufficient robustness.

— Failure Modes - failure modes, and specifically behavior in presence of partioned
internet should be carefully evaluated.

o Scalability

— Distributed Burden - a scheme for mobile computing should be sufficiently flex-
ible with respect to its capabilities of re-distributing the burden associated with
supporting mobile computing between various entities within an internet.

~ Incremental Overhead - the incremental overhead of supporting mobile comput-
ing should reflect the number of entities that benefit from mobile computing.
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— Changes to Infrastructure - a scheme that supports mobile computing shall
assume that changes that involve most of the components of the existing infras-
tructure are infeasible.

— Scalability and Robustness - scalability needs to be complemented with robust-
ness and fault isolation.

e Security

— Privacy of Location - a solution to mobile computing should be able to allow
selective suppression of location information.

— Security - any scheme for supporting mobile computing shall not adversely im-
pact available security mechanisms.

e Multicast/Broadcast

— Multicast Applications - The support for mobile computing should allow multi-
cast applications. ability for a mobile host to join a multicast group, send and
receive multicast messages must be addressed.

¢ Use of Resources

— Minimize Network Resources - a scheme that supports mobile computing should
attempt to minimize the use of the networking resources (e.g., bandwidth, mem-
ory on routers, CPU on routers) that are required to deal with mobility related
issues.

— Additional Equipment - a scheme that supports mobile computing should at-
tempt to minimize the amount of additional equipment needed.

— Cost of Resources - in addition to minimizing network resources, any scheme
used to support mobile computing should be cognizant of the cost of these
resources.

o Level of Mobility

— Multiple Mobile Host - a solution to mobile computing shall be able to deal with
mobile segments that contain one or more hosts.

— Multiple Levels of Mobility - a mobile computing solution shall be able to handle
multiple levels of mobility.

— Off-line Mobility - a mobile computing solution must not prevent upper layers
from achieving off-line mobility while a host becomes disconnected from the rest
of an internet for a prolonged period of time.
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Next, the group defined functional requirements. After some discussion on the top-down
design methodology, the group decided on three functional requirements:

1. Establish and dissolve association with an attachment point.
2. Tunnel packets to a mobile host.
3. Inform other entities of mobile location.

Alan Quirt described a short-term and long-term view for mobile IP:

e Short-term (~2 years)

— Develop a solution that essentially works.
— Some broken IP problems.
— Mostly plug-in, dial-in model.

o Longer term (5 years)

Everything works.
New IPng.
True wireless mobility.

Architecture/Terminology

Editor’s Note: Details of the discussions under this heading are available via FTP or mail

server from the remote directories as /ietf/mobileip/mobileip-minutes-93sep.trt. Refer to
Section 1.2 of the proceedings for retrieval instructions.

¢ Tunneling Discussion (Encapsulation vs. Options)

¢ Dogleg Routing Elimination Discussion

There are important security issues with trying to eliminate dogleg routing.
Hosts need to authenticate redirect messages for MHs.

Some people generally said that they would like to see the working group first
produce an Internet-Draft based on dogleg routing. Once we have more expe-
rience, we can add dogleg elimination or optimal routing. Another comment
was if we only wanted a solution with dogleg routing, we could have solved the
problem two years ago. :

A vote was taken : Would you support an Internet-Draft that does not address
dogleg routing elimination, but only addresses the basic user requirements for
mobile-ip? Yes - 9, No - 4 (a few abstained).

Another vote was taken : Would you support an RFC that does not address
dogleg routing elimination, but only addresses the basic user requirements for
mobile-ip? Yes - 8, No - 5 (a few abstained).
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— Based on this tentative vote, the group decided to focus the rest of the day’s
discussion on getting a simple mobile IP design.

¢ Beaconing/Registration Discussion

There was discussion on allowing multiple COAAs (having one COA served by multi-
ple routers). For example, a set of routers on a subnet can act as a COAA for visiting
MHs. It was agreed that a COAA should not proxy ARP for guest MHs.

A registration proposal was discussed similar to CDPD, where an MH sends a regis-
tration message to a COAA. The COAA registers the MH with the MH’s HAA, and
the HAA returns a registration ack/nack message to the COAA. The COAA returns
an ack/nack message to the MH. This simple protocol is designed to minimize the
MH to COAA traffic. However it requires trust between the COAA and HAA.

Dogleg Eliminators Gave a Simple Dogleg Elimination Proposal

Alan Quirt and Andrew Myles put up a slide each with an analysis of dogleg elimination.

Editor’s Note: Additonal information on this subject is available via FTP or mail server
from the remote directories as /ietf/mobileip/mobileip-minutes-93sep.tzt. Refer to Section
1.2 of the proceedings for retrieval instructions. '

Terminology

The group agreed on the following terminology.

Mobile Host

1Correspondent Host

Ignorant Host

Home Subnet

Foreign Subnet

Home Agent (was HAA/Location Server)
Foreign Agent (was COAA/Base Station)
Triangle Routing (was Dogleg Routing)
Care-Of-Address (Address of Foreign Agent)

The group needs to define the following terms.

e Weak Security
¢ Tunnel (v)



2.6. ROUTING AREA 335

Document Editor

Charlie Kunzinger has volunteered as editor. He does not have a stake in any proposals.
He is an experienced editor and tends to have a short turn around time.

Instructions for Liaison activities (802.11)

Charlie Perkins is the liaison between The MOBILEIP Working Group and the IEEE 802.11
subcommittee. It would be useful if the 802.11 could provide an indication of MAC address
when a MH switches cells. Also, if 802.11 can provide cell arrival signals and cell departure
signals we may be able to exploit them.
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CURRENT MEETING REPORT

Reported by Greg Minshall/Novell

Minutes of the IP Routing for Wireless/Mobile Hosts Working Group
(MOBILEIP)

Thanks to Pierre Dupont for taking notes for these minutes.

Greg Minshall provided opening remarks and a brief history of the MOBILEIP Working
Group.

Charlie Kunzinger gave a short presentation on the current Mobile IP Draft. A question
and answer session followed the presentation.

Editor’s Note: The question and answer portion of this section is available via FTP or mail
server from the remote directories as /ietf/mobileip/mobileip-minutes-93nov.tzt. Refer to
Section 1.2 of the proceedings for retrieval instructions.

IMHP Draft

Andew Myles gave a presentation on the IMHP draft. Topics included:

o A definition of the MH, FA and HA elements.

e The HA configuration (i.e., HA is not necessarily a router).

e A new element, the cache agent, which keeps track of [MH, FA] bindings.
e Security (rationale for weak security).

¢ Home subnet communication (performance requirements, routing options).
¢ Notification to the prior FA.

On this final point it was mentioned that notification to the prior FA must be fast so that it
does not become a black hole for packets. The protocol should allow the new FA to accept
packets from the prior FA before the MH is authorized to use the new FA. The MH must
inform the prior FA as soon as it moves to a new FA. A period of questions and answers
followed.

Editor’s Note: The question and answer portion of this section is available via FTP or mail
server from the remote directories as /ietf/mobileip/mobileip-minutes-93nov.tzt. Refer to
Section 1.2 of the proceedings for retrieval instructions.
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Outstanding Issues

Charlie Kunzinger presented a list of outstanding issues for discussion.

¢ Encapsulation method. Generic or Home-grown?

We need at least one required method. Steve Deering argued against negotiation.
Tony Li mentioned there already exists an Internet-Draft on encapsulation (Generic
Routing Encapsulation). Dave Johnson stated that it had a large overhead and may
not be compatible with ICMP (in terms of header size). Yakov Rekhter stated that
GRE was already implemented and being deployed. Steve Deering stated that generic
encapsulation can be used with a reason encoding (e.g., Mobile IP host). Greg Min-
shall recommended that the group continue discussion on the mailing list and pick
an encapsulation method later.

e Foreign Agent receives forwarded message to MH for which it has no binding. What
does it do with the message? This issue was discussed at the last session.

o Should address fields be expanded to include address type and length?
Steve said that it may depend on how often packets are sent. Dave said the protocol

is IP specific, address must fit into 64 ICMP bits and Tony recommends addresses

be TLV fields to support multi protocols (e.g., Mobile appletalk). No consensus was
reached.

® Do we need to control the number or frequency of registration requests?
A discussion followed on whether to allow MH to register in multiple cells (i.e., with
more than one FA) and have HA duplicate messages to both FAs. Steve suggested
that protocol should not disallow this, but recommended it be deferred to the ad-
vanced functionality issue list. This issue was left unresolved.

¢ Is there a need for a retransmission timer on a registration request by the MH?
It was suggested that the MH be allowed to retransmit a request and that the FA
could respond with an in-progress message if it is awaiting a response from the HA
on a previous request for the MH.

o State diagrams in draft document?

This will be included in the next revision.

e Should the protocol allow a hierarchy of HA?
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Should not preclude this option in draft.

Can TOS bit in IP header be used to identify mobile hosts?

Dave stated that RFC 1122 suggests this is not possible.

Why can an FA terminate service to an MH? Also, HA can deregister MH.

It was suggested that there is no need to include FA to MH deregistration since
it will time out eventually.

Several comments were made on the style, packet format and byte alignment in the
draft.

Should ICMP or UDP be used for registration protocol?

After some discussion, a poll was taken on the preferred method and UDP was se-
lected by a majority of those responding.

Weak security: definition needs to be included in the draft.
To what degree do we break the subnet model?
This is similar to the problem with large public data networks (e.g., ATM). Yakov

volunteered to communicate to the IAB how Mobile IP will break the subnet model
(and write an Internet-Draft?).

Cache Agent Model

A discussion on the pros and cons of the intermediate Cache Agent model followed, with
no consensus being reached on how to proceed. Some argued it should be left out of the

initial draft while others argued the group should continue with plans to merge IMHP into
the draft.

Documentation and Implementation Milestones

The group needs a specification which can be used to implement test systems (would like
the specification before Christmas). Charlie will continue work as the document editor.
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Interim Meeting

An Interim meeting of the Mobile IP Working Group was proposed for January at Xerox
PARC. It was suggested that implementors and specification writers convene for two days.
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Basic Registration Model

« Given: mobile host knows IP Address of
prospective agent

» Given: mobile host knows IP Address of its Home
Agent
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