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Director’s Message

The 25th meeting of the IETF was held in Washington, D.C., from November 16-20,
1992. This meeting was hosted by Sprint, and our thanks and appreciation go out to
Gary Wightman, Joe Apple, Marty Schulman, Brian Shiflett, and all the others that
helped with the social event and the terminal room. As was obvious to those who
arrived on Sunday, there was another group already at the Hyatt, and access to the
terminal room was not possible until well after 6:00 p.m. Sunday evening. The folks
from Sprint worked around the clock in an effort to set up and configure all the work
stations, routers, printers, and the local area network.

While the number of registrations received before the meeting was higher than those
received for Cambridge, the number of actual attendees dropped slightly from 677
to 634... still a substantial number. Interestingly, though the number of attendees
was less, the number of first time attendees was slightly higher; 214 first timers in
Cambridge, 225 first timers in Washington). And the first timers are not one-timers.
Of the 214 first timers in Cambridge, 114 attended the IETF meeting in Washington.

Responding to an almost unanimous request from the IETF, a second “announcement-
only” IETF mailing list was created for the sole purpose of disseminating information
to the IETF (IETF meeting announcements and logistics, Internet-Draft and RFC
announcements, etc.). The IETF mailing list (ietf@cnri.reston.va.us) remains the
primary unmoderated discussion list.

Following the Cambridge meeting, two efforts were undertaken to address the needs
of those attending their first IETF meeting. Working with the Secretariat, Gary
Malkin assembled, consolidated, and prepared the “Tao of the IETF, a Guide for
New Attendees of the Internet Engineering Task Force.” This document went through
numerous edits and revisions and was made available as an Internet-Draft prior to
the Washington IETF meeting.

The second effort was to prepare a presentation for first time attendees to answer
frequently asked questions and provide information on the IETF and IETF meetings.
A Newcomer’s Orientation, conducted by the IETF Secretariat, was held Sunday
afternoon before the registration reception. The orientation was well attended, though
not entirely by newcomers...a number of veteran IETF meeting attendees were noticed
in the audience. Based on the favorable comments received by those attending the
first presentation, particularly from the first timers, the Newcomer’s Orientation will
be repeated at future meetings.

I am pleased to report that Stev Knowles has joined the IESG, and will serve as a
Co-Director of the Internet Area. Stev is filling the slot left open when Noel Chiappa



2

resigned. The Internet Area of the IETF is an actix}e one, and the addition of Stev
will provide support to that Area’s activities.

There was a feeling of anticipation as folks arrived at the 25th IETF meeting. Since
the meeting at Cambridge in July, a great deal of discussion was evident on the
mailing lists. One thread focused on IPv7, often referred to as the next generation of
IP addressing. The IESG had issued a call for proposals prior to the 24th meeting
in Cambridge. Which way would the IETF go? More importantly, what were the
options from which to choose? Two new proposals were presented at the Cambridge
meeting, and another alternative was being prepared. Finally, who will make the
choice?

The Road to IPv7

The IETF meeting began Monday morning with technical presentations on each of
the alternatives being submitted to address the problems of growth within the Inter-
net. Presentations made to the IETF during this session were: “TCP with Bigger
Addresses” (TUBA), “The ‘P’ Internet Protocol” (PIP), “Simple Internet Protocol”
(SIP), and “IP Address Encapsulation” (IPAE). In addition to the technical presen-
tations, subsequent Working Group meetings were held during the week.

Prior to the Washington IETF meeting, RFC 1380, “IESG Deliberations on Routing
and Addressing,” was published which included an initial set of criteria against which
the various submissions would be evaluated. A second set of criteria were proposed in
an Internet-Draft submitted just before the Washington meeting. During the week,
a Selection Criteria BOF was convened in an attempt to reach consensus on a single
set, of criteria for evaluating the proposals, and to solicit suggestions, comments, and
concerns from the IETF at large, particularly from network operators.

As is to be expected, discussions will continue, at IETF meetings and on the various
mailing lists, both on the proposals themselves and on the selection criteria. Many
of the finest minds in the IETF are working on or examining the proposals, and a
number of implementations are expected to be running in the Internet during 1993.

POISED Deliberations

The POISED Working Group was created “... to examine the Internet standards pro-
cess and the responsibilities of the IAB, with attention to the relationship between the
IAB and the IETF/IESG.” During the week of the Washington meeting, there was
a presentation made to the entire IETF, working group meetings, accompanied by a
number of continuing discussions. This was the single topic of discussion during the
Thursday evening IESG Open Plenary. Due to the special nature of this topic, a spe-
cial section is included in these Proceedings which focus on the items discussed during
the Open Plenary. Working Group minutes and the overheads from the presentation
will be included in other sections of the Proceedings.



Multicasting Continues

Once again, the IETF had the valuable services of Steve Casner, Steve Deering, and a
host of others who provided the audio- and video-cast from the IETF throughout the
week. Prior to the meeting, the “IETF TV Guide” was distributed with the schedule
of sessions to be covered on “IETF Channel 1” or “IETF Channel 2.” Each channel
had three concurrent multicast streams (GSM audio encoding, PCM audio encoding,
and video). I don’t know how they do it, but the broadcast efforts and capabilities
seem to be better at every subsequent IETF meeting.

One final note: at the conclusion of the IESG Open Plenary on Thursday evening,
the session ended with the attendees singing Happy Birthday to Megan Davies, the
meeting coordinator. I believe this may be the first live broadcast of a musical
performance over the Internet!

Future Meetings

The next plenary meeting of the IETF will be held in Columbus, Ohio from March
28 - April 2, 1993 (yes, the IESG Open Plenary will be on April First). This meeting
will be co-hosted by OARNet and The Ohio State University.

The 27th meeting of the IETF is being held in Amsterdam from July 12-16, 1993,
co-hosted by RARE and SURFnet. This is the first meeting of the IETF to be held
outside of North America. Negotiations are still in progress for the meeting facilities
and catering arrangements, and there will be a higher fee for this meeting (estimated
to be at least $200). More information will be provided as it becomes available.

Beginning in 1993, the IETF Secretariat is assuming responsibility for choosing meet-
ing sites. At some point in the future we will be soliciting volunteers to host IETF
meetings, primarily to assist with the terminal room and to serve as a local contact
point.

Stephen J. Coya
Executive Director, IETF



IETF Progress Report

Between the IETF meetings in Cambridge and Washington, there were seven new
Working Groups created:

Uninterruptible Power Supply (upsmib)

Networked Information Retrieval (nir)

TCP/UDP over CLNP-addressed Networks (tuba)
Integration of Internet Information Resources (iiir)
Process for Organization of Internet Standards (poised)
SNMP Version 2 (snmpv2)

Uniform Resource Identifiers (uri)

IR i ol Al e

and four Working Groups that were concluded:

1. Connection IP (cip)

2. Network Fax (netfax)

3. Distributed Scheduling Protocol (chronos)

4. Automated Internet Mailing List Services (list)

Additionally, there were twenty-nine RFCs published since the Cambridge IETF
meeting in July, 1992:

RFC Status Title

RFC1334 PS PPP Authentication Protocols

RFC1355 I Privacy and Accuracy Issues in Network Information Center Databases

RFC1356 PS Multiprotocol Interconnect on X.25 and ISDN in the Packet Mode

RFC1358 I Charter of the Internet Architecture Board (IAB)

RFC1359 I Connecting to the Internet What Connecting Institutions Should Anticipat

RFC1360 S IAB OFFICIAL PROTOCOL STANDARDS

RFC1361 I Simple Network Time Protocol (SNTP)

RFC1362 I Novell IPX Over Various WAN Media (IPXWAN)

RFC1363 E A Proposed Flow Specification

RFC1364 PS BGP OSPF Interaction

RFC1365 I An IP Address Extension Proposal

RFC1366 I Guidelines for Management of IP Address Space

RFC1367 I Schedule for IP Address Space Management Guidelines

RFC1368 PS Definitions of Managed Objects for IEEE 802.3 Repeater Devices

RFC1369 I Implementation Notes and Experience for The Internet Ethernet MIB

RFC1370 PS Applicability Statement for OSPF

RFC1371 I Choosing a “Common IGP” for the IP Internet (The IESG’s
Recommendation to the IAB)

RFC1372 PS Telnet Remote Flow Control Option



RFC1373
RFC1374
RFC1375
RFC1376
RFC1377
RFC1378
RFC1379
RFC1380
RFC1381
RFC1382
RFC1385

PS

PS
PS
PS

PS
PS

PORTABLE DUAs

IP and ARP on HIPPI

Suggestion for New Classes of IP Addresses

The PPP DECnet Phase IV Control Protocol (DNCP)
The PPP OSI Network Layer Control Protocol (OSINLCP)
The PPP AppleTalk Control Protocol (ATCP)

Extending TCP for Transactions — Concepts

IESG Deliberations on Routing and Addressing

SNMP MIB Extension for X.25 LAPB

SNMP MIB Extension for the X.25 Packet Layer

EIP: The Extended Internet Protocol A Framework for M
Backward Compatibility



POISED WG Discussion

° Change!

° Selection and accountability
° Marshall Rose

° Modification of process

° Lyman Chapin
° Internet Society actions

° Next steps
° Questions and Answers

POISED WG Discussion
Change!

° Selection and accountability are essential
° Change is needed soon; credibility at stake
° Process Is also at issue

- Need to push work down the pyramid

° Review process must be coupled closely to the
working groups

° Standards process must be streamlined
° Increased attention to quality

POISED WG Discussion

Selection and Accountability

° Fixed terms for management positions
° Selection process visible

° Active IETF involvement

° Accountability essential

° Put process in place ASAP!

POISED WG Discussion

Process changes

° Consensus reached!

° Move review process and standards decision from
1AB to IESG

° Beef up process

Poised Issues
= Delay
= Overload
= Accountability

] Changes

° WGs and design teams
° |ESG makes standards progression decisions
- Quality control at WG level

- Area director(ate) and IESG review and approve
WG documents for progression

- 1AB involved only for disputes
° Area directorates
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° lAB roles
- Arbitrate disputes and appeals
- Oversight of Internet architecture
- Review WG charters

("front-end" contribution to architectural
consistency.)

- Initiatives (proposals and strawmen)

POISED WG Discussion

Next steps

° Rough consensus

- Take pulse here

- Document results; publish on POISED WG list
° Running code

- Transfer of process responsibility to IESG

- ldentify slots to be filled

- Select Recruiting and Nomination Team
° Standardize

- Refine all details

- Bore the hell out of IETF with repeated reports

POISED WG Discussion

Internet Society actions

° Presentation to ISoc trustees December 10, 1992
Consensus here => formal request to trustees

¢ Charter for IAB to be replaced '

° 1Soc trustees appoints Ombudsman







Agenda of the Twenty-Fifth IETF

(November 16-20, 1992)
MONDAY, November 16, 1992

8:00-9:00 am IETF Registration and Continental Breakfast
9:00-9:30 am Introductions

9:30-12:00 noon Technical Presentations

e Pip Internet Protocol (pip) (Paul Tsuchiya/Bellcore)
TCP/UDP over CLNP-addressed Networks (tuba)
(Peter Ford/LANL and Mark Knopper/Merit)
e  Simple Internet Protocol (sip) (Steve Deering/Xerox PARC)
o IP Address Encapsulation (ipae) (Bob Hinden/SUN)

Breaks Coffee available throughout morning.

1:30-3:30 pm Afternoon Sessions I

APP  Remote Conferencing BOF (remconf) (Jack Drescher/MCNC
and Ari Ollikainen/LLNL)

INT  IP over Appletalk WG (appleip) (John Veizades/Apple)
INT  IP over ATM WG (atm) (Bob Hinden/Sun)
MGT SNMP Version 2 WG (snmpv2) (Bob Stewart/Xyplex)

OPS  Operational Statistics WG (opstat)
(Phill Gross/ANS and Bernhard Stockman/SUNET)

OSI  OSI Directory Services WG (osids)
(Steve Hardcastle-Kille/ISODE)

RTG Border Gateway Protocol WG (bgp) (Yakov Rekhter/IBM)

RTG Inter-Domain Policy Routing WG (idpr)
(Martha Steenstrup/BBN)

TSV Domain Name System WG (dns) (Mike Reilly/DEC)

USV  Network Information Services Infrastructure WG (nisi)
(April Marine/SRI and Pat Smith/Merit)

3:30-4:00 pm Break (Refreshments provided)

4:00-6:00 pm Afternoon Sessions II

INT  Pip Internet Protocol WG (pip)
(Paul Tsuchiya/Bellcore)
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4:00-6:00 pm

Monday, November 16, 1992 - Afternoon Sessions II (cont’d.)

APP
INT
OPS

OSI

RTG
RTG

RTG

USsv

SEC

Conferencing Control BOF (confctrl) (Eve Schooler /ISI)
IP over Appletalk WG (appleip) (John Veizades/Apple)

Operational Statistics WG (opstat)
(Phill Gross/ANS and Bernhard Stockman/SUNET)

OSI Directory Services WG (osids)
(Steve Hardcastle-Kille/ISODE)

Border Gateway Protocol WG (bgp) (Yakov Rekhter/IBM)

Inter-Domain Policy Routing WG (idpr)
(Martha Steenstrup/BBN)

IP over Large Public Data Networks WG (iplpdn)
(George Clapp/Ameritech)

Internet Anonymous FTP Archives WG (iafa)
(Peter Deutsch/Bunyip and Alan Emtage/Bunyip)

Security Area Advisory Group (saag)
(Stephen Crocker/TIS)
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TUESDAY, November 17, 1992

8:30-9:00 am Continental Breakfast
9:00-9:30 am IETF Technical Presentations
o “Report from the POISED Working Group”
(Steve Crocker/TIS)

9:30-12:00 noon Morning Sessions

APP  Conferencing Control BOF (confctrl) (Eve Schooler/ISI)

APP  Internet SMTP Extensions WG (smtpext)
(John Klensin/MIT)

APP  Telnet WG (telnet)
(Steve Alexander/INTERACTIVE Systems)

MGT IEEE 802.3 Hub MIB WG (hubmib) (Keith McCloghrie/Hughes
and Donna McMaster/SynOptics)

OPS  Network Status Reports (netstat) (Gene Hastings/PSC)

OSI  MHS-DS WG (mhsds) (Kevin Jordan/CDC and
Harald Alvestrand/SINTEF DELAB)

RTG  IP over Large Public Data Networks WG (iplpdn)
(George Clapp/Ameritech)

RTG  IP Routing for Wireless/Mobile Hosts WG (mobileip)
(Steve Deering/Xerox PARC)

RTG OSIIDRP for IP over IP WG (ipidrp) (Sue Hares/Merit)
SEC  IP Security BOF (ipsec) (Steve Crocker/TIS)
USV  User Services WG (uswg) (Joyce Reynolds/ISI)

Breaks Coffee available throughout morning.

1:30-3:30 pm Afternoon Sessions I

INT  IP over ATM WG (atm) (Bob Hinden/Sun)

MGT Chassis MIB WG (chassis) (Jeff Case/UTenn and
Bob Stewart/Xyplex)

OSI  MHS-DS WG (mbhsds) (Kevin Jordan/CDC and
Harald Alvestrand/SINTEF DELAB)

RTG  New Internet Routing and Addressing
Architecture BOF (nimrod) (Noel Chiappa)

RTG  Open Shortest Path First IGP WG (ospf) (John Moy /Proteon)
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1:30-3:30 pm

3:30-4:00 pm
4:00-6:00 pm

7:30-10:00 pm

Tuesday, November 17, 1992 - Afternoon Sessions I (cont’d.)

SEC

TSV
TSV

Usv

Common Authentication Technology WG (cat)
(John Linn/DEC)

Audio/Video Transport WG (avt) (Stephen Casner/ISI)

Service Location Protocol WG (svrloc)

(John Veizades/Apple)

Internet User Glossary WG (userglos)
(Tracy LaQuey Parker/UTexas and Gary Malkin/Xylogics)

Break (Refreshments provided)

Afternoon Sessions II

GEN

MGT
OPS
RTG

SEC

TSV
Usv

Process for Organization of Internet
Standards BOF (poised) (Steve Crocker/T1IS)

Host Resources MIB WG (hostmib) (Steve Waldbusser/CMU)
User Connectivity Problems WG (ucp) (Dan Long/BBN)

IP over Large Public Data Networks WG (iplpdn)
(George Clapp/Ameritech)

SNMP Security WG (snmpsec) (James Galvin/TIS and
Keith McCloghrie/Hughes)

Audio/Video Transport WG (avt) (Stephen Casner/ISI)

User Documents WG (userdoc2) (Ellen Hoffman/UMich
and Lenore Jackson/NASA)

Tuesday, November 17, 1992 - Evening Sessions

INT

INT

INT
MGT
OSI

Inter-domain Multicast Routing BOF (idmr)
(Tony Ballardie/UCL)

IP over Fibre Channel BOF (fibreip) (Yakov Rekhter/IBM
and Lansing Sloan/LLNL)

IP over Appletalk WG (appleip) (John Veizades/Apple)
Host Resources MIB WG (hostmib) (Steve Waldbusser/CMU)
Shared Whois Project BOF (whois) (Sheri Repucci/Merit)



7:30-10:00 pm
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Tuesday, November 17, 1992 - Evening Sessions (cont’d.)

OSI  X.400 Operations WG (x4000ps)
(Alf Hansen/SINTEF DELAB)

RTG  Virtual Circuit Routing BOF (vcrout) (Rob Coltun/Consultant
and Marco Sosa/Bellcore)

SEC  TCP Client Identity Protocol WG (ident)
(Mike St. Johns/DOD)

USV  Training Materials BOF (trainmat) Ellen Hoffman /Merit
and Jill Foster/UNewcastle-Upon-Tyne)
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WEDNESDAY, November 18, 1992

8:30-9:00 am
9:00-9:30 am

9:30-12:00 noon

Breaks
1:30-3:30 pm

Continental Breakfast

Technical Presentations

e  “An Implementation Model for Connection-Oriented

Internet Protocols” (Chuck Cranor/WashU)

Morning Sessions

APP

INT

INT

MGT
OS5I

RTG

RTG

RTG

USv

USv

Network News Transport Protocol WG (nntp)
(Eliot Lear/Silicon Graphics)

Point-to-Point Protocol Extensions WG (pppext)
(Brian Lloyd/Consultant)

TCP/UDP over CLNP-addressed Networks WG (tuba)
(Peter Ford/LANL and Mark Knopper/Merit) *

SNMP Version 2 WG (snmpv2) (Bob Stewart/Xyplex)

X.400 Operations WG (x4000ps)
(Alf Hansen/SINTEF DELAB)

IP over Large Public Data Networks WG (iplpdn)
(George Clapp/Ameritech)

IP Routing for Wireless/Mobile Hosts WG (mobileip)
(Steve Deering/Xerox PARC)

OSI IDRP for IP over IP WG (ipidrp)* (Sue Hares/Merit)

Internet School Networking WG (isn)
(John Clement/EDUCOM, Connie Stout/TheNet and
Art St. George/UNM)

Networked Information Retrieval WG (nir)
(Jill Foster/ UNewcastle-Upon-Tyne and George Brett/MCNC)

Coffee available throughout morning.

Afternoon Sessions I

APP
INT
MGT
OPS

Remote Mail Protocol BOF (remmail) (Mark Smith/UMICH)
IP over ATM WG (atm) (Bob Hinden/Sun)
SNMP Version 2 WG (snmpv2) (Bob Stewart/Xyplex)

Benchmarking Methodology WG (bmwg)
(Scott Bradner/Harvard)



1:30-3:30 pm

3:30-4:00 pm
4:00-6:00 pm
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Wednesday, November 18, 1992 - Afternoon Sessions I (cont’d.)

OSI

RTG

RTG

SEC

USv

Network OSI Operations WG (noop) (Sue Hares/Merit
and Cathy Wittbrodt/LLNL)

Multicast Extensions to OSPF WG (mospf)
(Steve Deering/Xerox PARC)

New Internet Routing and Addressing
Architecture BOF (nimrod) (Noel Chiappa)

Network Access Server Requirements WG (nasreq)
(Allan Rubens/Merit)

Uniform Resource Identifiers WG (uri)
(Peter Deutsch/Bunyip and Alan Emtage/ Bunyip)

Break (Refreshments provided)

Afternoon Sessions II

INT

INT
MGT
0S1

OSI

RTG

SEC

TSV
USv

Dynamic Host Configuration WG (dhc)
(Ralph Droms/Bucknell)

Selection Criteria BOF (select) (Philip Almquist/Consultant)
SNMP Version 2 WG (snmpv2) (Bob Stewart/Xyplex)

FTP-FTAM Gateway BOF (ftpftam)
(Joshua Mindel/Open Networks)

Network OSI Operations WG (noop) (Sue Hares/Merit
and Cathy Wittbrodt/LLNL)

IP over Large Public Data Networks WG (iplpdn)
(George Clapp/Ameritech)

Privacy-Enhanced Electronic Mail WG (pem)
(Steve Kent/BBN)

Audio/Video Transport WG (avt) (Stephen Casner/ISI)

WHOIS and Network Information Lookup Service WG
(wnils) (Joan Gargano/UCDavis)

* Joint session of IPIDRP and TUBA
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7:30-10:00 pm

Wednesday, November 18, 1992 - Evening Session

INT

INT
MGT

OPS

OSI

SEC

TSV
USv

Simple Internet Protocol BOF (sip)
(Steve Deering/Xerox PARC)

Traceroute BOF (tracerte) (Gary Malkin/Xylogics)

IFIP Electronic Mail Management BOF (emailmgt)
(Einar Stefferud/NMA and Paul Brusil/MITRE)

BGP Deployment and Application WG (bgpdepl)
(Matt Mathis/PSC)

Xwindows over OSI and Skinny Stack OSI BOF
(thinosi) (Dave Piscitello/Bellcore)

SNMP Security WG (snmpsec) (James Galvin/TIS and
Keith McCloghrie/Hughes)

DNS II BOF (dns2) (Paul Mockepetris/DARPA)

Integration of Internet Information Resources WG (iiir)
(Chris Weider/Merit)
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THURSDAY, November 19, 1992

8:30-9:00 am
9:00-9:30 am

9:30-12:00 noon

Breaks
1:30-3:30 pm

Continental Breakfast

Technical Presentations

e  “Source Demand Routing Protocol Specification
(Version 1)” (Deborah Estrin/USC, Tony Li/cisco
and Yakov Rekhter/IBM)

Morning Sessions

APP

APP
INT

MGT
MGT

OPS

OSI

SEC
USVv

NAPLPS as a MIME Extension BOF (napmime)
(David Hughes/OCC and George Johnston/MIT)

Network Database WG (netdata) (Scott Newman/DEC)

IP Address Encapsulation WG (ipae)
(Dave Crocker/TBO)

FDDI MIB WG (fddimib) (Jeff Case/UTenn)

Token Ring Remote Monitoring WG (trmon)
(Mike Erlinger/Lexcel)

Network Joint Management WG (njm)
(Gene Hastings/PSC)

SNMP Application Monitoring BOF (sam)
(Steve Hardcastle-Kille/UCL)

IP Security BOF (ipsec) (Steve Crocker/TIS)

Directory Information Services Infrastructure WG (disi)

(Chris Weider/Merit)

Coffee available throughout the morning.

Afternoon Sessions I

APP

INT

MGT

MGT

OPS

Internet SMTP Extensions WG (smtpext)
(John Klensin/MIT)

Dynamic Host Configuration WG (dhc)
(Ralph Droms/Bucknell)

IFIP Electronic Mail Management BOF (emailmgt)
(Einar Stefferud/NMA and Paul Brusil/MITRE)

Token Ring Remote Monitoring WG (trmon)
(Mike Erlinger/Lexcel)

Operational Area Directorate (orad) (Phill Gross/ANS
and Bernhard Stockman/SUNET)
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1:30-3:30 pm

3:30-4:00 pm
4:00-6:00 pm

7:30-10:00 pm

Thursday, November 19, 1992 - Afternoon Sessions I (cont’d.)

RTG  Source Demand Routing Protocol BOF (sdrp)
(Deborah Estrin/USC and Tony Li/cisco)

SEC  Security Area Advisory Group (saag) (Steve Crocker/T1IS)
Break (Refreshments provided)
Technical Presentations

e “Export Controls on Cryptographic Software”
(Jerry Rainville)

e  “Other Protocols in the Internet: The IPX Protocol”
(Paul Turner/Novell)

o “Internet Accounting” (Cyndi Mills/BBN)

Open Plenary and IESG



FRIDAY, November 20, 1992

8:30-9:00 am
9:00-12:00 noon

Morning Sessions
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Continental Breakfast

MGT IFIP Electronic Mail Management BOF (emailmgt)
(Einar Stefferud/NMA and Paul Brusil/ MITRE)

MGT Internet Accounting WG (acct) (Cyndi Mills/BBN
and Gregory Ruth/BBN)

MGT SNMP Version 2 WG (snmpv2) (Bob Stewart/Xyplex)

SEC  Authorization and Access Control BOF (aac)
(Clifford Neuman /ISI)

GEN IAB Open Meeting

Key to Abbreviations

APP
GEN
INT
MGT
OSI
OPS
RTG
SEC
TSV
USV

Applications

General Interest

Internet

Network Management
OSI Integration
Operational Requirements
Routing

Security

Transport and Services
User Services

Russ Hobby/UCDavis

Philip Almquist

James Davin/Bellcore

Erik Huizer/SURFnet and David Piscitello/Bellcore
Bernhard Stockman/SUNET and Phill Gross/ANS
Bob Hinden/Sun

Steve Crocker/TIS

Dave Borman/Cray Research

Joyce K. Reynolds/ISI
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Chapter 1

IETF Overview

The Internet Engineering Task Force (IETF') is the protocol engineering, development, and
standardization arm of the Internet Architecture Board (IAB). The IETF began in January
1986 as a forum for technical coordination by contractors for the U.S. Defense Advanced
Projects Agency (DARPA), working on the ARPANET, U.S. Defense Data Network (DDN),
and the Internet core gateway system. Since that time, the IETF has grown into a large
open international community of network designers, operators, vendors, and researchers
concerned with the evolution of the Internet protocol architecture and the smooth operation
of the Internet.

The IETF mission includes:

1. Identifying and proposing solutions to pressing operational and technical problems in
the Internet,

2. Specifying the development (or usage) of protocols and the near-term architecture to
solve such technical problems for the Internet,

3. Making recommendations to the IAB regarding standardization of protocols and pro-
tocol usage in the Internet,

4. Facilitating technology transfer from the Internet Research Task Force (IRTF) to the
wider Internet community, and

5. Providing a forum for the exchange of information within the Internet community
between vendors, users, researchers, agency contractors, and network managers.

Technical activity on any specific topic in the IETF is addressed within working groups.
All working groups are organized roughly by function into nine technical areas. Each is
led by an Area Director who has primary responsibility for that one area of IETF activity.

21



22 CHAPTER 1. IETF OVERVIEW

Together with the Chair of the IETF, these nine technical Directors (plus, a Director for
Standards Procedures) compose the Internet Engineering Steering Group (IESG).

At the time of the 25th IETF meeting, the current Areas and Directors, which composed
the IESG, were:

IETF and IESG Chair:
Applications:
Internet:

Phill Gross/ANS

Russ Hobby/UC-Davis
Philip Almquist/Consultant
Stev Knowles/ FTP Software

Network Management: James Davin/ Bellcore

OSI Integration:

Operational Requirements:

Routing:
Security:
Transport and Services:

Dave Piscitello/Bellcore

Erik Huizer/SURFnet

Phill Gross/ANS

Bernhard Stockman/SUNET
Robert Hinden/Sun

Steve Crocker/TIS

David Borman/Cray Research

User Services:
Standards Management:

Joyce K. Reynolds/ISI
Dave Crocker/TBO

The IETF has a Secretariat, headquartered at the Corporation for National Research Ini-
tiatives in Reston, Virginia, with the following staff:

IETF Executive Director: Steve Coya
IESG Secretary: Greg Vaudreuil
IETF Coordinator: Megan Davies
Administrative Support: Debra Legare

Cynthia Clark

The working groups conduct business during plenary meetings of the IETF, during meetings
outside of the IETF, and via electronic mail on mailing lists established for each group.
The IETF holds 4.5 day plenary sessions three times a year. These plenary sessions are
composed of Working Group Sessions, Technical Presentations, Network Status Reports,
working group reporting, and an open IESG meeting. A Proceedings of each IETF plenary
is published, which includes reports from each Area, each working group, and each Technical
Presentation. The Proceedings include a summary of all current standardization activities.

Meeting reports, Charters (which include the working group mailing lists), and general
information on current IETF activities are available on-line for anonymous FTP from several
Internet hosts including nnsc.nsf.net.
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Mailing Lists

Much of the daily work of the IETF is conducted on electronic mailing lists. There are
mailing lists for each of the working groups, as well as a general IETF list. Mail on the
working group mailing lists is expected to be technically relevant to the working groups
supported by that list.

To join a mailing list, send a request to the associated request list. All internet mail-
ing lists have a companion “request” list. Send requests to join a list to <listname>-
request@<listhost>.

Information and logistics about upcoming meetings of the IETF are distributed on the
general IETF mailing list. For general inquiries about the IETF, requests should be sent to
ietf-infolcnri.reston.va.us. An archive of mail sent to the IETF list is available for
anonymous ftp from the directory ietf-mail-archive/ietf on cnri.reston.va.us.
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1.1. FUTURE IETF MEETING SITES

1.1 Future IETF Meeting Sites
Spring 1993

Columbus, OH

OARnet and The Ohio State University
Host: Kannan Varadhan

March 29-April 2, 1993

Summer 1993

Amsterdam, Netherlands
SURFnet and RARE
Host: Erik Huizer

July 12-16, 1993

25
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1.2 On Line IETF Information

The Internet Engineering Task Force maintains up-to-date, on-line information on all its ac-
tivities. This information is available via FTP through the NSFnet Service Center (NNSC)
and through several “shadow” machines. These “shadow” machines may in fact be more
convenient than the NNSC. Procedures for retrieving the information are listed below.

Directory Locations

Information pertaining to the IETF, its working groups and Internet-Drafts can be found
in either the “IETF” Directory or the “Internet-Drafts” Directory. (For a more detailed
description of these Directories, please see Section 1.2.1 and 1.2.2). To retrieve this infor-
mation via FTP, establish a connection, then Login with username “anonymous” and the
password requested by the system. This password will either be your login name or “guest”.
When logged in, change to the directory of your choice with the following commands:

cd ietf
cd internet-drafts

Individual files can then be retrieved using the GET command:

get <remote filename> <local filename>
e.g., get 00README readme.my.copy

East Coast (US) Address: nnsc.nsf.net (128.89.1.178)
West Coast (US) Address: ftp.nisc.sri.com (192.33.33.22)

Internet-Drafts are available by mail server from this machine. To retreive a file mail a
request:

To: mail-server@nisc.sri.com
Subject: Anything you want

In the body put a command of the form:
send internet-drafts/lid-abstracts.txt or
send ietf/1wg-summary.txt
Pacific Rim Address: munnari.oz.au (128.250.1.21)
e The Internet-Drafts on this machine are stored in Unix compressed form (.Z).

Europe Address: nic.nordu.net (192.36.148.17)

o This machine will accept only an email address as the password.
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1.2.1 The IETF Directory
Below is a list of the files available in the IETF Directory and a short synopsis of what each
file contains.

Files prefixed with a 0 contain information about upcoming meetings. Files prefixed with a
1 contain general information about the IETF, the working groups, and the Internet-Drafts.

FILE NAME

Omtg-agenda The current Agenda for the upcoming IETF plenary, containing
scheduled Working Groups meetings, Technical Presentations and
Network Status Reports.

Omtg-at-a-glance The announcement for the upcoming IETF plenary, containing spe-
cific information on the date/location of the meeting, hotel/airline
arrangements, meeting site accommodations and meeting costs.

Omtg-rsvp A standardized RSVP form to notify the secretariat of your plans to
attend the upcoming IETF meeting.

Omtg-sites Current and future meeting dates and sites for IETF plenaries.

lid-abstracts The Internet-Drafts currently on-line in the Internet-Drafts Direc-
tory.

lid-guidelines Instructions for authors of Internet-Drafts.

lietf-description A short description of the IETF, the IESG and how to participate.

lwg-summary A listing of all current working groups, the working group Chairs

and their email addresses, working group mailing list addresses, and
where applicable, documentation produced. This file also contains
the standard acronym for the working groups by which the IETF
and Internet-Drafts Directories are keyed.

Finally, working groups have individual files dedicated to their particular activities which
contain their respective Charters and Meeting Reports. Each working group file is named
in this fashion:

<standard wg abbreviation>-charter.txt
<standard wg abbreviation>-minutes-date.txt

The “dir” or “Is” command will permit you to review what working group files are available
and the specific naming scheme to use for a successful anonymous ftp action.
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1.2.2 The Internet-Drafts Directory

The Internet-Drafts Directory has been installed to make available, for review and com-
ment, draft documents that will be submitted ultimately to the IAB and the RFC Ed-
itor to be considered for publishing as RFC’s. These documents are indexed in the file
lid-abstracts.txt in the Internet-Drafts Directory. Comments are welcome and should be
addressed to the responsible person whose name and email addresses are listed on the first
page of the respective draft.

The documents are named according to the following conventions. If the document was
generated in an IETF working group, the filename is:

draft-ietf-<std wg abrev>-<docname>-<rev>.txt , or .ps

where <std wg abrev> is the working group acronym, <docname> is an abbreviated version
of the document title, and <rev> is the revision number.

If the document was submitted for comment by a non-IETF group or author, the filename
is:

draft-<author>-<docname>-<rev>.txt, or .ps
where <author> is the author’s name.

For more information on writing and installing an Internet-Draft, see the file 1id-guidelines,
“Guidelines to Authors of Internet-Drafts”.
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1.3 Guidelines to Authors of Internet-Drafts

The Internet-Drafts Directories are available to provide authors with the ability to distribute
and solicit comments on documents they plan to submit as a Request for Comments (RFC).
Submissions to the Directories should be sent to “internet-drafts@cnri.reston.va.us”.

Internet-Drafts are not an archival document series. These documents should not be cited
or quoted from in any formal document. Unrevised documents placed in the Internet-Drafts
Directories have a maximum life of six months. After that time, they must be submitted to
the IESG or the RFC editor, or they will be deleted. After a document becomes an RFC,
it will be replaced in the Internet-Drafts Directories with an announcement to that effect
for an additional six months.

Internet-Drafts are generally in the format of an RFC, although it is expected that the
documents may be “rough” drafts. This format is specified fully in RFC 1111. In brief, an
Internet-Draft shall be submitted in ASCII text, limited to 72 characters per line and 58
lines per page followed by a formfeed character. Overstriking to achieve underlining is not
acceptable.

Postscript is acceptable, but only when submitted with a matching ASCII version (even if
figures must be deleted). Postscript should be formatted for use on 8.5x11 inch paper. If
A4 paper is used, an image area less than 10 inches high should be used to avoid printing
extra pages when printed on 8.5x11 paper.

There are differences between the RFC and Internet-Draft format. The Internet-Drafts are
NOT RFC’s and are NOT a numbered document series. The words “INTERNET-DRAFT”
should appear in the upper left hand corner of the first page. The document should NOT
refer to itself as an RFC or a Draft RFC.

The Internet-Draft should neither state nor imply that it is a Proposed Standard. To
do so conflicts with the role of the IAB, the RFC Editor and the IESG. The title of the
document should not infer a status. Avoid the use of the terms Standard, Proposed, Draft,
Experimental, Historical, Required, Recommended, Elective, or Restricted in the title of
the Internet-Draft. All Internet-Drafts should include a section containing the following
verbatim statement:

This document is an Internet-Draft. Internet-Drafts are working documents
of the Internet Engineering Task Force (IETF), its Areas, and its Working
Groups. Note that other groups may also distribute working documents as
Internet-Drafts.

Internet-Drafts are draft documents valid for a maximum of six months. Internet-
Drafts may be updated, replaced, or obsoleted by other documents at any time.
It is not appropriate to use Internet-Drafts as reference material or to cite them
other than as a “working draft” or “work in progress.”
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To learn the current status of any Internet-Draft, please check the 1lid-abstracts.txt
listing contained in the Internet-Drafts Shadow Directories on nic.ddn.mil,
nnsc.nsf.net, nic.nordu.net, ftp.nisc.sri.com, or munnari.oz.au.

The document should have an abstract section, containing a two-to-three paragraph de-
scription suitable for referencing, archiving, and announcing the document. This abstract
will be used in the id-abstracts index and in the announcement of the Draft. The abstract
should follow the “Status of this Memo” section.

A document expiration date must appear on the first and last page of the Internet-Draft.
The expiration date is always six months following the submission of the document as an
Internet-Draft. Authors can calculate the six month period by adding five days to the date
when the final version is completed. This should be more than enough to cover the time
needed to send the document or notification of the document’s availability to internet-
drafts@cnri.reston.va.us.

- If the Internet-Draft is lengthy, please include on the second page, a table of contents to
make the document easier to reference.
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2.1 Applications Area

Director(s):
e Russ Hobby: rdhobbyQucdavis.edu
Area Summary reported by Russ Hobby/UC Davis

A new goal in the Applications Area is to move toward working groups being unified by
guiding architectures. Toward this goal the start of two architectures have been defined.
The first is an architecture to define workstation based teleconferencing. The second is a
joint effort between the Applications Area and the User Services Area to create an Inter-
net Information Architecture to define a system of protocols to allow support information
organization, searching and retrieval.

Conference Control BOF (CONFCTRL)

An impromptu BOF on Conference Control (sometimes referred to as connection or con-
figuration management) was held. Discussions were to understand how such a group might
contribute to the remote conferencing architecture effort. It was agreed that there is a need
for a a session layer control protocol to perform higher layer functions than the protocol
proposed in the AVT Working Group. The beginnings of design criteria for this protocol
were identified by determining which functions must be supported. Discussion also focused
on the range and capabilities of various session types needing support, the list of outside
services to which the protocol will interface, and short-term versus long-term functionality
considerations.

NAPLPS Graphics and Character Sets as a MIME BOF (NAPMIME)

This BOF explored interest in the definition of a NAPLPS body part for MIME. There
was a demonstration of an NAPLPS system showing how presentation graphics can be
transmitted using low bandwidths.

Remote Conferencing BOF (REMCONF)

The Remote Conferencing BOF discussed an architecture for all aspects of workstation
based teleconferencing. This includes things like video, audio, shared windows, session
setup and management. A separate group was spawned off to focus on session configuration
and management. This group will become a working group to continue guidance on the
architecture.

Remote Mail Protocol BOF (REMMAIL)

The Remote Mail BOF discussed methods for end-user mail delivery and problems with
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current protocols such as POP and IMAP. The Group reached consensus on two areas
of work for a possible working group. First is to standardize a protocol for central mail
repository to work with diskless clients. The second is the email support of laptops and
other disconnected machines. Discussion of a working group Charter will be done on the
ietf-remmail@umich.edu mailing list.

SMTP Extensions Working Group (SMTPEXT)

The SMTP Extensions Working Group came to closure on a set of documents that an-
swers the concerns brought up from the Last Call of the previous documents. These new
documents will soon be submitted by the Working Group for approval to be a Proposed
Standard.

Network Database Working Group (NETDATA)

The Network Database Working Group discussed the proposal from SQL Access for doing
OSI’s RDA directly on a TCP/IP stack. Security was the main technical concern of the
Group. However, a more significant hurtle may be the logistical and legal one of being able
to put the ISO and X/Open specification on line to create a complete description of the
overall protocol.

Network News Transport Protocol Working Group (NNTP)

The NNTP Working Group finished up work on the NNTP v2 document and went on to
discuss the requirements for a Network News Reader Protocol (NNRP) that would serve
between a news repository and a user agent. Questions came up about how NNRP will
relate to mail protocols, how authentication can be done, how to do search mechanisms,
and whether NNRP should be an extension of NNTP or be developed independently.

Telnet Working Group (TELNET)

The Telnet Working Group continued the work on authentication and encryption for Telnet
sessions.

Internet Information Architecture

The Internet Information Architecture is a start to define a system of protocols to support
of information organization, searching and retrieval. Four working groups have been created
to address several parts of the overall goal. These working groups are:

e Networked Information Retrieval Working Group (NIR): is cataloging the
types of information and information services that currently exist. This defines the
starting point for work on the overall architecture.
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e Universal Resource Identifiers Working Group (URI): is looking at ways to
have unique identifiers for information objects on the Internet. This will allow a
person to know that they have found a particular object regardless of how the object
is named locally.

o Integration of Internet Information Resources Working Group (IIIR): is
looking at the various information search and retrieval protocols, such as Archie,
Gopher, WAIS and others, and working toward a common protocol or set of protocols
to standardize these functions.

e Whois and Network Information Lookup Service Working Group (WNILS):
is looking at how to organize directory information that already exists in various
WHOIS servers.
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CURRENT MEETING REPORT

Reported by Eve Schooler/ISI and Dean Blackketter/Apple
Minutes of the Conferencing Control BOF (CONFCTRL)

One task of the initial BOF sessions was actually to find a suitable definition for “conference
control”, since the topic has been bandied about for some time in the Remote Conferencing
BOF and the Audio/Video Transport Working Group. By broadly defining multimedia
conferencing as collaborations in two dimensions (members and media), the Group was able
to define conference control as the management and coordination of (multiple) conference
members in (multiple) media.

How does conference control pertain to the ongoing RemConf efforts for an overall remote
conferencing architecture, and in particular to the developments in the AVT Working Group
of a real-time transport protocol? The Group agreed that there is a need for a session layer
control protocol to perform higher layer functions than the protocol proposed in the AVT
Working Group. For example, three aspects of conference control might include session,
connection and configuration management; session management entails who is involved
in a conference, connection management involves the topology of who is seeing whom in
each media, and configuration management is the negotiation of differences in end-system
capabilities.

The Group identified the beginnings of some design criteria for this protocol. First, it
should be kept simple, yet extensible. The Group would like for it to accommodate a range
of session styles — beyond the unmoderated sessions already available through vat, dvc, nv
et al. It was also recognized that there was a need to separate short-term from long-term
functionality goals.

The Group brainstormed about which functions MUST be supported versus those which
the Group would like to have supported. It falls out of our definition for conference control
that, at minimum, support is needed for both membership and media control. Member-
ship control might include admission policies (such as user identification, user payment,
meeting sponsorship), whereas media control might encompass capability descriptions, syn-
chronization policies, and floor control (media focus). In both dimensions, session setup,
maintenance and/or modification must be supported.

Other features deemed important but probably of lower priority included security (in the
form of authentication and encryption), as well as feedback channels for bandwidth balanc-
ing. The Group also listed outside services to which it might expect a conference control
protocol to interface: a suite of directory services for cataloguing users, conferences, and
shared devices; bandwidth allocation and reservation mechanisms; and a scheme for mul-
ticast address allocation. The assumption is that eventually these outside services will be
available.
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To understand the range of capabilities to support in a conference control protocol, the
Group explored the types of sessions that might arise. The wishlist included a continuum
of session scenarios (although the picture below only lists a sample from the full range and
only crudely approximates an ordering). “Gecure” variations on these meetings were also
discussed.

impromptu
hallway
meetings classroom seminar pay-per-view
| ---m-- |------- R |--=mm-- |--mmm-- |--mme- | --mmme- | -mmm e |
pt2pt arch design panel lecture TV
phone review/ discussion/ broadcast
call ‘¢quilting bee’’  presidential debate

Observations made about the spectrum were that there are different types of participation
(active and passive), that there are gradations of identification policies (known vs. anony-
mous participants), that there may be extreme variations in the degree of interconnectivity
among participants, etc.

The Group discussed that for simplicity’s (and implementation’s) sake, there is likely to be
a need to select a small number of session types that the protocol should support. A rough
breakdown into four general session models was presented:

1. Point-to-point calls.

2. Small, tightly-controlled sessions: N-way interconnectivity.

3. Medium-sized, loosely-controlled sessions: lighter-weight model.
4. Very large, fixed sessions: unidirectional broadcasts.

There was discussion that other standards bodies (CCITT) have explored issues in some
aspects of connection control (for B-ISDN). In addition, existing prototype conferencing
tools should be examined for leads on tradeoffs regarding conference management.
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The Impact of Scaling on a
Muitimedia Connection Architecture

Eve M. Schooler
Marina del Rey, CA
November 13, 1992

‘This talk is a synthesis of ideas from many sources:
Mainly conv i with colleag at USC/S],
discussions within the IETF A/V Transport working
group and BOF on Remote Conferencing, and
pond! with coll at UMass/AT&T and
MCNC, among others....

Flow of Control Information

A Software Architecture for Packet Teleconferencing

e A modularized and layered design: salient components
o Connection Manager coordinates mutti-user, multimedia sessions
o Medla Agents handie media-speciic detalls

e Configuration management of end-system heterogenetty
o  Facilitates interoperation among different teleconferencing
implementations

& A distributed connection control protocol
o Targeted for WAN operations: refiabilty, efficiency, robustness features

B, Bove, wul Jye |
“Talecon! Application :: «“
l Couc motwae

Connection Mansger

e Condutt for control information both locally and remotely

Large-scale Multimedia Teleconferencing

SCALING DIMENSIONS:
1. Very large numbers of participants per conference

2. Large and widely dispersed user population
3. Many concurrent teleconferences

o The network infrastructure to support widescale
packet teleconferencing Is not in place.

AT MO KT AALO0 o
WAN conis wee
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(MMConf) (Etherphone, (Touring Machine,
Phocnixphone, Rapport)
CAR,
CoDesk)
(MMCC, (ETF wols:
DiCE) vat, vz, dve)

The Problem of Scale

How do the requirements of a conferencing architecture and
protocols change as we travel along each axis?

Scaling Up In Size of Conferences

v !mpromptu Sessions: ones or a few tens of individuals
o Full connectivity among users in al media
o Flexible negotiation of conferencing parameters
e Authentication of participants
o Exchangs of data encryption keys
o Support for subconferencing
o Interactive Seminars: hundreds of thousands of participants
o Too large for N-way sharing of either data or control
o Impromptu feedback channels still needed
e Support required for dynamic membership
e Privacy becomes less practical to support

Scaling Up in Size of Conferences (continued)

o Unidirectional “Broadcasts*®: 105, 108 and beyond
o One-way dissemination of information
e Sessions pre—arranged or permanent
e Info for tapping into session might be static
o Might be bullt info recelver, &s in TV recever

Large Numbers of Geographically Dispersed Users

v Single domain: the local area network

e Fixed community of user names — homogeneous authentication

e Often can assume similar configurations at users' systems
n Between domains: proxy agreements

& Inter-domain: WAN operation
e Age-oid issue: how to obtain a unique user address?
o Heterogeneous end system configurations
e Less assurances of robustness and timeliness
o Movement away from centralized designs

Concurrency: Many Simultaneous Sessions

o This axis is not quite as straightforward...

The number of concurrent sessions is uninteresting taken by itself
o What is interesting Is how much the sessions overiap

o Leads to compstition for resources
o Mostly for bandwidth, but also for addrs, shared MM devices and users

o Resource discovery needed to locate shared commodities

& Participation management for end-users
o Call walting, forwarding, suspension, merging, subconferencing, etc.
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implications of Scaling: Key Issues

. Scalable conference session models
il.  Multicast address management

lil.  Bandwidth reduction

IV.  Codification of heterogeneity

V. A suite of directory services

A Scalable Session Model

u Tightly-controlled sessions:
o A shared global view is actively maintained .
o Often relies on N-way interconnectivity anc rellable communication
o Support for flexible negotiation
o As N increases, convergence problematic
u Loosely-controlled sessions:
e Conference status constructed asynchronously
o Control messages sent at reguiar intervals
o For large conferences, overhead for periodic communication
o Lghter-weight: no sassion coordination (with other end systems)
e No group interaction for authentication, QCIS negotiation, etc.

o Fixed sessions: for very large conferences
o Little to no setup, maintenance, or communication among conferees

Scalable Session Protocol(s)

© Accommodate a range of conference sizes and modes
e One adaptive session protocot?
e Afamily of separate protocols for distinct circumstances?

Outcome influenced by:
e Trend for simpiicity in intemet standards...
o The specific crossover points between conferencing types
o Where might one protocol’s usefulness end? and another’s begin?

e The characteristics which differentiate models
(s.g., interconnectivity, how giobal the session view, degree of dynamics)

Multicast Address Management

© Mutticast delivery Is instrumental in bandwicith reduction
o Fixed multicast address space with dynamis usage

e Estabiish a hierarchy of multicast address servers [Schulzrinne]:

o Partition addresses among all mutticast address servers
e Re-use and borrow addresses

o Integration into connection architecture
o Per LAN mutticast address server
® Addresses assigned to individual media agents and/or connection managers
o In private sessions, the connection manager distributes address(es)

Bandwidth Reduction

Summary

v Mechanisms needed for reductions at the receiver
o May only want or be able to process M of N streams sent
v Application-level combination nodes
e Functions for mixing, composting, selection, translation, etc.
o Likely to be separate from end systems In teleconference
o Must incorporate into session management, addressing and routing
o hcreased control complextty and transmission delay
® Resource Synthesizer to assess tradeoff
o Works with Connection Manager and Configuration Directory Svc

v Combination functions refiected in configuration languagé

+ Presented current connection management architecture
e And discussed the limited sceling of most experimental systems
» Described three critical scaling dimensions
o Users/conferences, locality and concurrency
» ldentified key components and features for integration:
« Scalable conference session modet and protocoi(s)
« Mutticast address management
+  Bandwidth reduction techniques
+ Codification of heterogenelty and of combination functions
« A suite of directory services
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A Scalable Architecture for Personal Teleconferencing
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CURRENT MEETING REPORT

Reported by George L. Johnston/MIT

Minutes of the NAPLPS Graphics and Character Sets as a
MIME BOF (NAPMIME)

The Chairs began the session by emphasizing the reality that the Internet is, and will con-
tinue to be, a highly heterogeneous network, in which some use will involve small systems
with pc-level graphics and low-bandwidth connections. On the basis of this reality, they ar-
gued that a MIME extension which permits the encoding of pictorial information (including
limited animation) and alphanumeric text (including limited animation) with great econ-
omy of file size would be very desirable. They asserted that NAPLPS meets these criteria.
They introduced Mr. G. Kenneth Holman, Technical Vice President of Microstar Software
Ltd., of Nepean, Ontario, Canada, one of the leading developers of NAPLPS software, in-
cluding the NAPLPS drivers for Prodigy, a videotex service of IBM and Sears, to provide
expert information on NAPLPS, including its relation to other international standards.

The Chairs and Mr. Holman described the history of NAPLPS and its status as an in-
ternational standard. Particularly important is the fact that it is based on the ISO 2022
7 and 8 bit extension standard, which uses escape characters to select in-use tables from
a repertoire of such tables. The standard has been extended to include audio and still
compressed images (JPEG), as well as sixteen bit characters to represent languages which
have such requirements. Dave Hughes demonstrated NAPLPS by means of TeleDraw, an
integrated NAPLPS/ASCII terminal emulator, drawing program, and symbol processor (for
the creation of DRCS — dynamically redefinable character set provided by the standard) for
MS-DOS computers developed by his company.

One individual attending the session complained that he and, he believed, others attending
the session felt that they were being sold something. George explained that standard was
being introduced with which many were unfamiliar, as it comes from videotex and teletext.
He said that it is important to demonstrate the functionality of the standard and that it
has been widely implemented.

The same person felt that MIME involves a deliberate decision to avoid ISO 2022, in favor
of fully formed characters that can be processed by the party receiving them, and that it
favors a multi-part approach instead of pulling everything together, in one file, as NAPLPS
does. In response, it was stated that the presentation level approach allows pictorial and
character information to be placed in deliberate spatial relationship with each other.

BOF attendees provided helpful suggestions in response to the question of how NAPLPS
might be related to MIME in terms of content type. It was stated that one can try to have
MIME revised, or go to IANA for registration within an existing content type. The latter
approach is clearly the path of least resistance. The content type image, with the subtype
naplps, i.e., image/naplps, seems a natural choice for consideration. Less desirable would
be image/x-naplps.
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An alternative to content type image would be application, i.e., application/naplps. A
person attending the session stated that a goal of MIME is to do unique labeling. The pro-
ponents of NAPLPS as a MIME extension should decide how they want it to be designated.
He added that there is little interest in vector graphics. George Johnston reiterated that the
Internet is an inhomogeneous network, with some low-end computers and connections, and
therefore it is desirable to have a MIME extension which permits the economical encoding
of pictorial and character information.

The session concluded with a statement by Ken Holman that he would begin to draft an
application to IANA for registration of NAPLPS as content type image/naplps.
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CURRENT MEETING REPORT

Reported by Jack Drescher/MCNC and Ari Ollikainen/LLNL
Minutes of the Remote Conferencing BOF (REMCONF)

The goals for the November 16th Meeting were:

e Get a status report and perspective from Russ Hobby on proposals for how REM-
CONTF might be more formally organized within the IETF.

e Review and get consensus on the Draft Multimedia Communication Architecture
Paper by Yee-Hsiang Chang. This paper has been on rem-conf for sometime now and
some good feedback has been received from a small set of people. A summary report
of this feedback will be presented. Hopefully, this will stimulate additional feedback
and suggestions on how to resolve some of the issues.

e Start the process of putting together a Catalog of Internet conferencing packages.
MCNC has agreed to compile and periodically update the catalog. We'd like to agree
on format, access and other logistics. We’d also like to identify initial candidates for
the catalog. This can be a departure point for the interoperability discussions set for
the Wednesday, November 18th AVT Working Group session.

o Address other issues as time permits.

e Provide a few information item handouts.
Results

I. An MCNC organizational recommendation summary was presented and discussed. Ed-
itor’s Note (md): This “summary” is available via ftp under remconf-minutes-92nov.tzt.
Refer to Section 1.2 of the Proceedings for retrieval instructions.

Key Discussion Points

1. Russ Hobby reported that approval has been granted to include architectural type
work in the scope of IETF activities.

2. There is an urgency to bring resource management out of research and into the
IETF now. Future conversations with MIT Computer Science Lab indicate that
introduction via BOF could occur at the next IETF in March, 1993. Personal Opinion:
Perhaps this could be started in REMCONF.

3. An observation was made that coding may not require a separate Working Group.

I1. Yee-Hsiang Chang presented an outline of his paper (pre-supplied) on “An Architectural
Approach for Real-Time Multimedia Communications”. The Group didn’t reach closure on
consensus, but several points made were:
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1. The layering concept is a good notion, but rigid definitions should be avoided.

2. The conferencing application may be unique in how session level functions invoke
multiple services.

3. Ways in which the architecture could be expanded were discussed. These ranged from
taking “sub-application slices” and driving them through to see that the functions
were there to support them, to picking a few services and “connecting user/provider”.
It was noted that some services may not need manager relationships.

Eve Schooler volunteered to start a spin-off BOF called Conferencing Control (CONFC-
TRL).

III. A starter list of conferencing packages was constructed and Tom Sandoski’s expanded
list and other information about a catalog of offerings is attached. One purpose for doing
this was to identify coding implementations that could be further analyzed for possible inter-
operability purposes. Henning Schulzrinne agreed to gather additional detailed information
and a status report from him is included here:

A first cut at an encodings summary will be part of the suite of Internet-Drafts
(future RFCs) to come out within the next few days. Oliver Jones and others
volunteered to contribute information on Video Codecs. Discussion will take
place through the normal REMCONF channels. After discussions with Steve
Casner, the Group decided that this activity was (roughly) within the AVT
Charter and there was no need to create more structure at this point.

IV. Programs for the December Packet Video Workshop at MCNC were handed out along
with the attached starter list of chipset and codec manufacturers, which will become part
of the “Offerings Catalog” mentioned earlier in these Minutes.

It was mentioned that we needed to add card/board level product companies to this list.
That will be done.
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An Architectural Approach for the
Real-Time Multimedia Communications

Outlines
S

My view of the problem
Yee-Hsiang Chang Our goals
Communications Research Pro di ons
MCNC Center for Communications
email: yhc@concert.net
The Problem Our Goals

RN

Too many technologies intertwine together.

No effort to allow coherent development at each technology.

What is the role of IETF?

Ease Interoperability

Ease Integration

Con,

Proposed Directions
RS 2 .

Architecture approach — use an overall picture as a starting point to
define the relationship among different technologies.

Functional specifications of each module.

Multimedia Communications Architecture

Multimedia development Multimedia development

environment

Multicast

Flow Specs ] Network with Resource] Flow Specs

Ability

Major technologies lie on: Workstation (HW and SW), Networking,
and Coding/Compression.
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Protocol Architecture

M

ISO Layers Required Functionality

Application layer: AP, Conference services

Presentation layer: Coding

Session layer: Connection and configuration
Transport layer: Fast transport protocol for muitimedia
Network layer: Multicast, Resource management
Data link layer: Resource management
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CURRENT MEETING REPORT

Minutes of the Remote Mail Protocol BOF (REMMAIL)

Report not submitted. Please refer to the Applications Area Report for a brief summary.
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2.1.1 Internet Mail Extensions (smtpext)

Charter

Chair(s):

John Klensin, klensin@infoods.unu.edu
Ned Freed, ned@innosoft.com

Mailing Lists:
General Discussion: ietf-smtp@dimacs.rutgers.edu
To Subscribe: ietf-smtp-request@dimacs.rutgers.edu
Archive: “ftp/pub/ietf-smtp-archive:dimacs.rutgers.edu

Description of Working Group:

The SMTP Extensions Working Group is chartered to develop extensions to
the base SMTP protocol (RFC821) to facilitate the more efficient transmission
of 8 bit text and binary data. Among the extensions to be considered to
SMTP are the elimination of the ASCII text character restriction and line
length restriction to allow the sending of arbitrary 8 bit character sets, and the
definition of mechanisms to facilitate binary transmission, and extensions to
the negotiation sequence to facilitate batch transmission.

Goals and Milestones:

Done

Done

Done

Done

Done

Done

Review the Charter of the Group. Determine if changes to SMTP are neces-
sary. Discuss the needs for backward compatability, and interoperability. This
discussion will be held by email.

Discuss the elimination of the 7 bit restrictions in SMTP, and the implications
of removing this restriction in terms of interoperation.

Discuss the issues involved with binary transmission. Determine whether a “bi-
nary” mode should be pursued, and whether the SMTP line length restriction

should be eliminated.

Write a document specifying the changes to SMTP agreed to by the Group.
Post as an Internet-Draft.

Review and finalize the SMTP Extensions document.

Submit the SMTP Extensions document as a Proposed Standard.

Internet-Drafts:
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“SMTP Service Extensions”, 09/02/1992, J. Klensin, N. Freed, E. Stefferud
<draft-rose-extensions-06.txt>

“SMTP Service Extension for Message Size Declaration”, 09/09/1992, K. Moore,
N. Freed, J. Klensin <draft-moore-extension-size-04.txt>
“SMTP Service Extension for 8bit-MIMEtransport”, 11/25/1992, J. Klensin,
N. Freed, M. Rose <draft-ietf-smtpext-8bit-mime-00.txt>

“Transition of Internet Mail from Just-Send-8 to 8Bit-SMTP/MIME”,11/25/1992,
G. Vaudreuil <draft-ietf-smtpext-transition-02.txt>
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CURRENT MEETING REPORT

Reported by John Klensin/MIT
Minutes of the SMTP Extensions Working Group (SMTPEXT)
Summary

The Working Group has once again finished its work and is ready to submit rewritten
documents to the IESG for Proposed Standard status. Documents reviewed and completed
this week include revised versions of the following:

o “SMTP Service Extensions” model
o “SMTP Service Extension for Message Size Declaration”
¢ “SMTP Service Extension for 8bit-MIMEtransport”

From a protocol standpoint, these documents are substantially equivalent to the one that
emerged from the Boston IETF except for the changed keyword model of the “EHLO”
command response. The following documents will follow these three in short order:

e A contribution to the MIME effort specifying the logic and conventions for 8bit to
7bit (transport) conversion.

e Aninformational document describing transitional strategies for existing “8 bit clean”
implementations.

e An informational document that contains additional clarification and guidance ma-
terial needed to support the protocol extensions (most of this material is from the
earlier (consolidated) Working Group draft.

The Working Group met twice during this IETF. At the beginning of the first session,
the Working Group reviewed new versions of the modular documents developed after the
previous last call. These versions, edited by Ned Freed, contained a re-editing to incorporate
materials that were still important from the earlier Working Group draft. Significant, and
other outstanding, technical issues were then reviewed and decided upon.

o Document format: Three+1 (Service extensions, Size, 8bit + informational) or three+2
(... plus informational and folklore (e.g., using Julian’s document as a basis).

Decision: Multidocument model, not one document, but with the expectation of
advancing the three together, i.e., “three documents, one standard”.

e Service extensions/EHLO: The key remaining differences between the new proposal
and the earlier Working Group one are in the use of keywords, rather than specific
verbs, in EHLO and in the use of parameters (where feasible) to existing commands
rather than alternate command forms.
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Decision: The keyword form is clearly preferable. Given the desire to avoid addi-
tional round trips, the increase in complexity of command parsing associated with
the parameters is a desirable tradeoff.

An outstanding question is whether possible future extensions that would be associ-
ated with commands that don’t accept arguments should be implemented with new
commands or with parameters on the old ones.

Decision: The present Working Group inclination, reflected in the document, is that
extensions to parameter-less commands (e.g., DATA should be performed by making
new commands. This strategy should be slightly more robust against sloppy imple-
mentations. However, this decision can be reviewed when the first such extension is
actually proposed.

If an extended command is issued with more than one set of extension parameters,
and the server wishes to indicate that the request was not satisfied (i.e., that there
is an error condition), there could be an ambiguity about which of the parameters
(or the base command) was at fault. Several possible solutions have been proposed,
including using the explanatory text in special ways, creating a series of per-extension
error codes (possibly in the current-unused 6yz or 7yz range), or ignoring the issue
on the assumption that more detail would encourage attempts to negotiate options.

Decision: Consistent with tradition and the spirit of RFC1123, things either succeed
or fail and we do not provide for tricky negotiation or alternative-seeking. A minimum
number of reply codes will be used, implementors may provide textual explanation,
but clients should not attempt to take specific action on these.

SIZE: Change from kilo-octets to bytes, with supporting language.

Decision: Agreed without dissent.

Use of a single number versus several numbers (e.g., the old LIMIT).
Decision: Agreed.

These two issues were the only apparently-outstanding ones with SIZE and the only
substantive differences between the Moore proposal and the original committee draft
not covered elsewhere in this notes. SIZE is therefore closed out and ready for for-
warding.

8bit clean: There was an extended discussion about the existing “8bit clean” ven-
dors and the supporting facilities they needed. It was concluded that the CON-
VERT/NOCONVERT facilities did them no good and that, if the investment was
made to send EHLO, then it was plausible to make the further investment to send
MIME.
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Decision: The Working Group agreed, following the pre-July draft, that “8bit” im-
plies MIME and that the keywords chosen should reflect this. This change removes
the NOCONVERT/ CONVERT/ and MIME keywords from the EHLO response,
and eliminates the need for conversion to application/octet-stream and character set
“unknown” in the protocol document. A separate, non-standards-track, document
will be developed to suggest transition strategies.

Relaying: RFC1123 attempted to discourage relaying in the Internet. Sending clients
in quest of relays who could perform a conversion after receiving a rejection from a
target host probably represents bad policy (although there is neither need nor desire to
prohibit static determination of conversion gateways). Leaving the “go find a relay”
alternative in the text as a means of coping with rejections implies error message
complexities that are not worth the trouble.

Decision: Remove the text that appears to encourage finding a relay if mail cannot
be delivered as originally specified.

MIME-MIME conversions: As things now stand, the text contains several state-
ments about MIME processing that effectively create two-way crossreferences with
the MIME document. The earlier Working Group draft resolved this problem by sim-
ply insisting that any conversions produce valid MIME, believing that the definitions
of “valid MIME” belonged in MIME documents, not in SMTP extensions ones.

Decision: These text should be removed and replaced by a “convert to valid MIME”
statement. Any additional statements about MIME and how to handle it should
be made in modifications to the MIME RFC or, if necessary, in non-standards-trace
transition document.

Trace/received syntax: At the start of IETF, the document overloaded the RFC821/822
Received phrase “with” (specified in those RFCs as a transport protocol) to include
conversion statements, e.g., “with 8bit-to-base64”. This changed the semantics of
the 821/822 definition, however subtly. It also produced a significant potential for
misunderstanding, as evidenced by the example in the text, e.g., Received: from
baiji.dbc.mtview.ca.us by dbc.mtview.ca.us with 8bit-to-base64. It is not clear what
this means, since the translation/conversion would normally occur intra-host.

Decision: A new phrase keyword will be added, “convert”, followed by a keyword that
will specify the conversion performed in the process of receiving mail and sending it
on. This solution also reduces the potential for generating many extra Received lines,
which could be problematic for (probably non-conforming) implementations that use
the number of Received headers as a trap for mail loops.

The conversion issue: With the proposed documents, the Working Group appeared
to have come full circle to a variation on the so-called “wretched solution” of 18 or so
months ago. That approach called for expecting that any MTA that was willing to
accept 8bit traffic must be prepared to convert to 7bit [MIME] if needed. This implied
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the ability to parse MIME and make per-body-part decisions, raising the threshold
of effort that must go into such an MTA and forcing inclusion of a facility that would
be unneeded if the transition to an entirely 8bit world ever completed. The Working
Group agreed to this in San Diego and did not raise it again in Boston, nor was the
issue raised during the Last Call discussion /cries of agony. It was, however, suggested
that there never was real consensus, just exhaustion, and that the requirement was
ultimately spurious, that the only thing accomplished by such a requirement was to
insist that an implementation that was unwilling to convert lie about the reason for
rejecting the message.

Decision: The document will be revised to indicate a preference for conversion, but
to provide for message rejection when conversion was not possible for some reason.

o MXE: Some months ago, the Working Group proposed a DNS extension, MXE, which
could be used to identify enhanced SMTP servers prior to opening SMTP connections.
This suggestion was forwarded to the DNS Working Group, which has not taken any
action on it.

Decision: the proposal should be withdrawn. Given changes in the extension model,
if anything is needed, it might be based on a cross between the EHLO response and
the WKS record. Anyone who is convinced that this is important should write a
proposal.

The Working Group appears to have reached consensus on the above issues and the form
and content of revised documents. After the documents are revised to reflect the decisions
outlined above and a brief review has taken place on the mailing list, the documents will
once again be recommended to the IESG for processing as a Proposed Standard.

Attendees

Randall Atkinson atkinson@itd.nrl.navy.mil
Bryan Beecher bryanQumich.edu

Fred Bohle fab@interlink.com

Kay Chang chang@chang.austin.ibm.com

James Conklin
Chuck Cranor
Erik Fair

Roger Fajman
Ned Freed

Olafur Gudmundsson
Marco Hernandez
Russ Hobby

Tim Howes
Frank Kastenholz
Neil Katin

jbc@bitnic.educom.edu
chuck@maria.wustl.edu
fairQapple.com
raf@cu.nih.gov
ned@innosoft.com
ogud@cs.umd.edu
marco@mh-slip.educom.edu
rdhobbyQucdavis.edu
timQumich.edu.
kasten@ftp.com
neil.katin@eng.sun.com
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John Klensin
Jim Knowles
Eliot Lear
Edward Levinson
Chris Newman
Michael Patton
Marshall Rose
Tim Seaver
Mark Smith
Larry Snodgrass
Einar Stefferud
Stuart Vance
Gregory Vaudreuil

klensin@infoods.unu.edu
jknowles@binky.arc.nasa.gov
lear@sgi.com
levinson@pica.army.mil
chrisn+@cmu.edu
map@bbn.com
mrose@dbc.mtview.ca.us
tas@Qconcert.net
mcs@umich.edu
snodgras@bitnic.educom.edu
stef@nma.com
vance@Qtgv.com
gvaudre@cnri.reston.va.us



60

CHAPTER 2. AREA AND WORKING GROUP REPORTS



2.1. APPLICATIONS AREA 61

2.1.2 Internet Message Extensions (822ext)
Charter

Chair(s):
Gregory Vaudreuil, gvaudre@cnri.reston.va.us

Mailing Lists:
General Discussion: ietf-822@dimacs.rutgers.edu
To Subscribe: ietf-822-request@dimacs.rutgers.edu
Archive:

Description of Working Group:
This Working Group is chartered to extend the RFC 822 Message format to
facilitate multi-media mail and alternate character sets. The Group is expected
to formulate a standard message format, roughly based on either RFC1154 or
RFC 1049. The immediate goals of this Group are to define a mechanism for
the standard interchange and interoperation of international character sets.

Goals and Milestones:

Done Review the Charter, and refine the Group’s focus. Decide whether this is a
worthwhile effort.

Done Discuss, debate, and choose a framework for the solution. Assign writing as-
signments, and identify issues to be resolved.

Done Review exiting writing, resolve outstanding issues, identify new work, and work
toward a complete document.

Done Post a first Internet Draft.
Done Review and finalize the draft document.
Done Submit the document as a Proposed Standard.

Internet-Drafts:

“Japanese Character Encoding for Internet Messages”, 08/25/1992, Jun Murai,
Mark Crispin, Erik van der Poel <draft-ietf-822ext-is02022jp-02.txt>

Request For Comments:

RFC 1341 “MIME (Multipurpose Internet Mail Extensions): Mechanisms for Specifying
and Describing the Format of Internet Message Bodies”

RFC 1342 “Representation of Non-ASCII Text in Internet Message Headers”
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2.1.3 Network Database (netdata)

Charter

Chair(s):

Daisy Shen, daisy@uatson.ibm.com

Mailing Lists:

General Discussion: ietf-ndbQucdavis.edu
To Subscribe: ietf-ndb-requestQucdavis.edu
Archive:

Description of Working Group:

The Network Database Working Group is chartered to define a standard inter-
face among databases on TCP/IP networks. The Working Group will address
the issue of database connectivity in a distributed environment which allows au-
thorized users remote access to databases. It will be designed as a client /server
model based on TCP/IP as its communication protocol.

Several problems must be resolved that are associated with the network database
protocol, such as management of multiple threads between clients and servers,
management of multiple servers, management of data buffers, data conversions,
and security.

Additional related problems will be covered as the discussion goes on. There-
fore, the description and the schedule can be revised.

This Working Group is independent from the SQL access group; however, there
may be some overlapping interest. The SQL access group is welcome to join
IETF’s discussions and share information in both directions. If both groups
find that merging two efforts into one will speed up the process, the merge can
be done in the future. For now, this Working Group works on issues according
to its own schedule and efforts.

Goals and Milestones:

63

Done

Done

Done

Done

Review and approve the Charter, making any changes necessary. Examine
needs, resources for this network database protocol and define the scope of
work. Begin work on a framework for the solution. Assign writing assignments
for first draft of the document.

First draft to be completed.

Review first draft document, determine necessary revisions. Discuss problems
remained unsolved from the first IETF meeting.

Continue revisions based on comments received at meeting and e-mail. Start
making document an Internet-Draft.
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Mar 1992 Review final draft. If it is OK, give it to IESG for publication as RFC.

Jun 1992 Revise document based on implementations. Ask IESG to make the revision a
Draft Standard.

Internet-Drafts:

“Network Database Protocol”, 06/26/1991, Daisy Shen <draft-ietf-netdata-
netdata-03.txt>

“Network Database Implementation Information Internet Draft”, 12/16/1991,
Daisy Shen <draft-ietf-netdata-implement-02.txt>



2.1. APPLICATIONS AREA 65

CURRENT MEETING REPORT

Reported by Scott Newman/DEC
Minutes of the Network Database Working Group (NETDATA)

The NETDATA Working Group met for a single session at the November IETF meeting.
The meeting was lightly attended, but the interest level was high among most of the atten-
dees. The meeting was chaired by Scott Newman because the regular Chair, Daisy Shen,
could not attend.

The entire meeting was spent discussing the approach of the SQL Access Group to remote
database access. Scott presented a very quick overview of the SQL Access Group and its
efforts. A more technical discussion was facilitated by a longer presentation that provided
a more detailed description of ISO RDA, the SQL Access subset and extensions to RDA
and SQL Access’ approach to using RDA on an IP-based network. (Copies of these pre-
sentations are available in Postscript format, and they are expected to appear in the IETF
proceedings).

In general, the participants were very supportive of the SQL Access approach. The most
significant issues and comments were as follows:

e Currently, none of the specifications required to implement the SQL Access approach
are available on-line. SQL Access references X/Open and ISO documents, so the
issue is somewhat involved. It is important to address this issue, in order to make
the specifications accessible on-line for the Internet community.

o As discussed last month, additional work is required in the area of security. There
are several potential ways to address enhancements in this area.

e No one was concerned that the SQL Access approach for mapping to TCP/IP used
a direct mapping approach, instead of using RFC 1006. In fact, several participants
much preferred the simplicity of the direct mapping approach. There was general
feedback that RFC 1006 was not seeing a lot of action at this point in time.

In summary, there is one logistical/legal issue with regard to getting the required speci-
fications on-line, and there was one technical/requirements issue in the area of enhancing
security. The Group felt that they would prefer to base their work on SQL Access’ work
because it has the support of many more companies and organizations than the existing
netdata approach, and the specifications are mature. However, it unanimously agreed that
due to the meeting’s light attendance, and the absence of the regular Chair, there should
be further discussion over e-mail. A decision on whether to continue with the existing ap-
proach or begin adapting the SQL Access work should be made via e-mail, prior to the next
meeting.
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The following action items resulted from the meeting:

o Scott and Russ are to arrange for Russ to address the SQL Access Board of Directors
(i.e., the managers’ meeting) in early 1993.

o Scott will write-up his notes that compare the existing netdata approach with the
SQL Access approach. This write-up will be posted to the NETDATA list.

Attendees

Harald Alvestrand
Bryan Beecher

Letha Dugas

Russ Hobby

Scott Newman

Richard Schmalgemeier

Harald.Alvestrand@delab.sintef.no
bryanQumich.edu
43713620@mcimail.com
rdhobbyQucdavis.edu
newman@broke.enet.dec.com
rgs@merit.edu



SQL Access

Overview

Scott Newman
Database Interoperability Engineering
Digital Equipment Corporation

dilgiltial |

Topics

e The SQL Access Group

« SQL Access Interfaces and Specifications

o Summary

The SQL Access Group

A non-profit corporation comprised of over 40
member companies, including almost all
database vendors, tools vendors and some
end-users. X/Open works jointly with SQL
Access on specifications, including their
publication.

dilgiltial |
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The SQL Access Group

Goals

Work together to accelerate multi-vendor
database interoperability and application
portability a reality by:

e Accelerating existing standards efforts

¢ Prototyping multi-vendor interoperability

dilgiltiall ey

SQL Access Interfaces

APl — Application Programming Interface

An embedded SQL language application
programming interface definition.

CLI — Call-Level Interface
A procedure call-oriented, dynamic SQL interface.
FAP — Formats and Protocols

A client-server communication protocol for SQL
remote database access.

SQL Access Interfaces

Precomp|
Runr-time Library Run-time Library

SQL Access Client
(Protocol Engine)

1
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Application Programming
Interface

Specifies the SQL language that is embedded in
an application program.

+ Based on Entry Level SGL-92 (SQL2), with the
following elements from more advanced levels:

— Dynamic SQL

— Additional Data Types (e.g., VARCHAR)
—Schema Information Tables (SITs) subset
— Enhanced diagnostic information

dlilgliltlal

Application Programming
Interface

Client programs can access muttiple servers,
one-at-a-time

sqaL-Connection management statements are
used to control client-server associations

— Association establishment and tear-down
—Server context switching

EEARR]" s—

Call-Level Interface
(CLI)

A procedure call-oriented interface for database
access using dynamic SQL.

« Base document jointly submitted by Microsoft,
Sybase and Digital. (Many changes since then).

o Removes the API's precompiler requirement.
« Facilitates shrink-wrapped software.
« Forms the “core’ of Microsoft’s ODBC.

dilgiltial )
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Formats and Protocols
(FAP)

Specifies the formats and protocols used for
communication between a SQL Access client and

server.

o Based on ISO Remote Database Access (RDA)
with the following additions and subtractions:

— Several extensions to support APl features
not supported by ISO RDA.

— Does not support Control Dialogues for
out-of-band cancel and status functions.

gdigiltiali ey

ISO Remote Database Access

OSI Application Layer International Standard
for heterogeneous remote database access

Recently progressed to International Standard
Separated into generic and specializations

— IS0 9579-1: Generic RDA

— IS0 9579-2: RDA SQL Specialization
Completely vendor-neutral

— Standard SQL

— Platform-neutral message encodings

dilgiltialI ¥

Formats and Protocols
(FAP)

« Currently supports single-phase transaction
commitment.

e Supported networks:
— Initially 1ISO OSlI, due to ISO RDA origin
— TCP/IP mapping draft specification complete
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Current Status

Initial specifications are being finalized for
X/Open XPG4.

APl — Final, CAE-level revision for XPG4
available now.

FAP — Preliminary Specification (near-final)
available from X/Open now.

CLI —Snapshot Specification (first draft)
available from X/Open now.

RDA for TCP/IP —First draft available through
X/Open shortly.

diilaliltall}
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SQL Access

Remote Database Access

Scott Newman
Database Interoperability Engineering
Digital Equipment Corporation

dilgliltiall ¥

Topics

ISO Remote Database Access (RDA)
SQL Access Formats and Protocols (FAP)
SQL Access RDA for TCP/IP

Summary

padlilgiial1 |

ISO Remote Database Access

OSl Application Layer International Standard
for heterogeneous remote database access

Generic standard with specializations
— IS0 9579-1: Generic RDA
— IS0 9579-2: RDA SQL Specialization

Generic standard provides a general-purpose
mechanism

Specializations specify database type-specific
refinements (e.g., additional ruies, constructs)

dilliltiall oy
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RDA Characteristics

Client-Server model
Completely vendor-neutral
Standard SQL: SQL-89 or SQL-92 Entry Level

Standard error codes

— Database errors specified by SQL standards
— RDA errors fully specified by RDA standards
Platiorm-neutral message syntax and encoding
— Uses ASN.1 and Basic Encoding Rules

— Completely and unambiguously specified

ldlilgiltial |

RDA Characteristics

« Handling of SQL statements fully specified
— General statement processing is specified

— Per-statement type handling is specified,
including mapping statements to protocol

o Primarily request-response protocol

— Some requests have no response, or error
responses only for performance reasons

—Several request types are ‘““non-blocking”
(requests can be issued without waiting)

dilgiltlaly

RDA Characteristics

Database language requests

— Multiple database requests may be
submitted simultaneously

— Repetition count mechanism allows
batching of input and output data values

Two Application Contexts:
— Basic Context —single-phase commitment
(using RDA services)

— TP Context —two-phase commitment
(using ISO TP services)

« Flexible character set usage (per-column basis)
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RDA Architecture

RDA Concepts

Associations

The basic, underlying client-server connection

Managed by ACSE (Association Control
Service Element; ISO 8649)

— Request primitives for set-up and tear-down
— Indication events for association failures
Associations are shared with ISO TP (if used)
Security authorization at client-to-server level

Associations may be re-used for multiple
dialogues (amortize set-up costs)

ddilgiltiall ¥
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Dialogues

End-user-level conversation between client
and server

Full-duplex communications path
One dialogue maps to an underlying association
Security authorization at end-user level

— Authorization information required is
specified by individual servers

Special-purpose control dialogues are used for
cancel and status functions on operations
occurring on another dialogue to the server

e znznoan

RDA Services

« Dlalogue management services

— R-Initialize (confirmed; blocking)

— R-Terminate (confirmed; blocking)

— Both have corresponding req/rsp messages
« Resource handling services

— R-Open (confirmed; non-blocking)

— R-Close (confirmed; non-blocking)

— Both have corresponding req/rsp messages

dilgiiftial |

RDA Services

Transaction management services

— R-BeginTransaction (confirmed if error)

— R-Commit (confirmed; blocking)

— R-Rollback (confirmed; blocking)

— All have corresponding req/rsp messages
Control services (in- or out-of-band)

— R-Cancel (confirmed; non-blocking)

— R-Status (confirmed; non-blocking)

— Both have corresponding req/rsp messages

i
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RDA Services

o Database language services —R-ExecuteDBL
— “Immediate execution” of database requests
— Request primitive parameters

* operation id
database handle (from R-Open)
SQL statement
argument specification (descriptors)
result specification (descriptors)
argument values
repetition count

dilgiltial )

RDA Services

R-ExecuteDBL continued...
— Confirm primitive parameters
operation id
completion status information
result specification (descriptors)
result values
Static SQL statements (specified by RDA)
— Dynamic SQL statements (SQL Access)

— Statements are processed to replace host
variables with “:H”

- zozn0n —

RDA Services

R-ExecuteDBL continued...

Argument and result specifications

— Provide metadata information for input and
output data values

— Can be used to request datatype
conversions from the server

— Usage depends on executed SQL statement
(ranges from required to optional to omitted)

Both request and response messages
Multiple requests may be outstanding

- £ozmnen =
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RDA Services

“Stored execution” services
— R-DefineDBL

— R-InvokeDBL
—R-DropDBL

Used to define database language that persist
for the duration of the dialogue (only)

RDA Protocol

Service primitives map very closely to actual
protocol messages

Protocol message contents map very closely
to actual service primitive parameters

One additional message is used to
synchronize client and server transaction state
under certain error conditions

Failure behaviours are documented

— Interaction between association/dialogue
failure and transaction state is specified

dilgliltlall}

SQL Access
Formats and Protocols

Specifies the formats and protocols used for
communication between a SQL Access-compliant
client and server.

Uses ISO Remote Database Access (RDA)
subset with extensions.

Currently supports single-phase transaction
commitment.

Supported networks: OSl and TCP/IP

0l
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FAP Subset of RDA

The SQL Access Group subsets RDA in order to
first, completely specify basic interoperability.

o The following RDA features are not supported:
— Control Dialogues

(used for out-of-band cancel and status)

— R-DefineDBL, R-InvokeDBL and R-DropDBL
(a much-debated performance optimization)

— TP Application Context
(uses ISO TP for distributed transactions)

All unsupported features are addressed by
official RDA subsets (negotiated at start-up).

dilgliltali}

FAP Extensions to RDA

The SQL Access Group has specified minor
extensions to RDA in order to support SQL
features of the APl not supported by RDA*.

+ The following three SQL features require
extensions to RDA:

— Dynamic SQL
— Character-varying (VARCHAR) datatype
— Extended diagnostic information

« All three extensions have been submitted for
inclusion in a future RDA Addendum.

* ISO RDA is constrained, by definition, to Entry Level SQL-92 only.

EE DR s—

SQL Access TCP/IP Mapping

Goals
— Maximize potential target platforms
* Minimize memory footprint
* Avoid dependencies
* Maximize user/administrator acceptance

—Minimize specification effort; don’t re-invent
the wheel

— Use an approach easily extended to other
network technologies

dilgiltiall
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SQL Access TCP/IP Mapping

Approach

—Map SQL Access FAP directly onto TCPAP
service interface (e.g., sockets, XTI, etc.)

— Retain RDA message contents and encoding

—Replace ACSE association set-up with a
single, simple message exchange

— Specified in terms of a mapping from
Presentation and ACSE service primitives to
TCP/P service interface

e 2] e

SQL Access TCP/IP Mapping

SQL Access FAP

ACSE Primitives ¥ v Presentation Primitives

Mapping Layer

¥ TCP Service interface

TCP
P

Summary

RDA is a stable, complete specification

— Vendor- and platform-neutral ,

— Standard SQL Ianguage”and error code

— SQL statement handling and mapping

— Unambiguous and complete message def'ns
— Basic and two-phase commitment “modes”

_— Product of person-decades of work

— International standard

— Expected to be required by GOSIP and FIPS
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Summary

SQL Access Group adds:

—SAQL language extensions in common use
— Practical subset of RDA as a first step
—Intensive approach using prototyping

—Implementor’s agreements, such as
parameter limits, etc.

— Technology-sharing relationship with X/Open
—Large body of supporting companies
— Mapping for RDA over TCP/P

dlilgliltlall

Summary

RDA over TCPAP

— Simple first step for basic interoperability
using the direct mapping approach

— Future extensibility using RFC 1006 for more
advanced features (e.g., two-phase commit)

Implementations/Products

— Implicitly widely accepted due to ISO, NIST,
X/Open and SQL Access

— Server product from Digital —client soon

— Base technology (source) products from Retix
(supports OSI, TCP/IP (direct and RFC1006))

e e
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2.1.4 Network News Transport Protocol (nntp)
Charter

Chair(s):

Eliot Lear, lear@sgi.com

Mailing Lists:
General Discussion: ietf-nntp@turbo.bio.net

To Subscribe: ietf-nntp-request@turbo.bio.net
Archive:

Description of Working Group:

This Group will study and review the issues involved with netnews transport
over the Internet. Originally released as an RFC in February of 1986, NNTP
is one of the widest implementations of an elective status protocol. As of this
writing, the protocol has just passed its fifth birthday, not having been updated
once.

Over the years several enhancements have been suggested, and several have
even been implemented widely. The intent of this Working Group will be to
encode the more popular and plausible enhancements into an Internet standard.
Included in the initial list of changes to be considered are the following:

(1) User level and site designated authentication methods; (2) Binary trans-
fer capability; (3) Minimization of line turnaround; and (4) Stronger article
selection capability.

It is expected that public domain software will be released concurrently with
an RFC, demonstrating the protocol enhancements.

Goals and Milestones:

Done Define scope of work.

Done Submit Internet-Draft for review and comment.
Done Possibly meet at USENIX for further comment.
Done Meet at IETF for further comment.

Aug 1991  Submit RFC to IESG.
Internet-Drafts:

“Network News Transfer Protocol Version 2: A Protocol for the Stream-Based
Transmission of News”, 09/30/1991, Eliot Lear <draft-ietf-nntp-news-01.txt,
.ps>
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CURRENT MEETING REPORT

Reported by Eliot Lear/SGI
Minutes of the Network News Transport Protocol Working Group (NNTP)
This meeting was largely organizational, and fairly short in duration.

There is a new NNTP v2 draft which will be posted early next week. A few tweaks may
yet be needed, but it is otherwise done.

With that the Group turned our efforts to reader issues, spending the rest of the meeting
on essentially three issues:

1. The relationship between news and mail; does IMAP already have the facilities that
would otherwise be required for an NNRP?

2. To what end should a reader protocol be concerned with ACL management?
e Authentication issues.

3. How general should the search mechanism be? Should discussion trees be handled
using it or using something separate? The Group essentially talked about something
on this order:

SEARCH <method> <text>

A method might be something like BODY-TEXT and text could be something like a
quoted string containing “Operational Experience With TUBA”.

Issue [1] has essentially been deferred until it can be determined what the REMMAIL Group
is doing. Issue [2] has been assigned to Ted Tso. Issue [3] has been assigned to Mel Pleasant.
Ted and Mel are going to produce documents for the Working Group by January 20th, going
into some detail, with the goal being a combined document for the March time-frame.

There is a forth issue, which is whether the reader stuff should go into NNTP as a set of
extensions, or as a new protocol. If we go ahead with a separate protocol, it was stated
without objection that we could pursue an experimental track, and upgrade if others like the
results enough to implement the protocol. A final decision on this topic doesn’t need to be
made until March. A separate mailing list will be formed to discuss the reader document(s).

Attendees
Vikas Aggarwal vikas@jvnc.net
David Conklin conklin@jvnc.net

Wesley Craig wesQumich.edu
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Chuck Cranor
Peter DiCamillo
Erik Fair

Terry Gray
David Katinsky
Eliot Lear
John Myers
Chris Newman
Rakesh Patel
Mel Pleasant
Tim Seaver
Mark Smith
Theodore Ts’o

chuck@maria.wustl.edu
Peter_DiCamillo@brown.edu
fair@apple.com
grayQcac.washington.edu
dmk@rutgers.edu
lear@sgi.com

jgm+@cmu. edu
chrisn+@cmu.edu
patel@noc.rutgers.edu
pleasant@hardees.rutgers.edu
tasQconcert.net
mcs@umich.edu
tytsolmit.edu
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2.1.5 Network Printing Protocol (npp)
Charter

Chair(s):
Glenn Trewitt, trewitt@pa.dec.com

Mailing Lists:
General Discussion: print-wg@pa.dec.com
To Subscribe: print-wg-request@pa.dec.com
Archive:

Description of Working Group:

The Network Printing Working Group has the goal of pursuing those issues
which will facilitate the use of printers in an internetworking environment. In
pursuit of this goal it is expected that we will present one or more printing
protocols to be considered as standards in the Internet community.

This Working Group has a number of specific objectives. To provide a draft
RFC which will describe the LPR protocol. To describe printing specific is-
sues on topics currently under discussion within other Working Groups (e.g.,
Security and Dynamic Host Configuration), to present our concerns to those
Working Groups, and to examine printing protocols which exist or are cur-
rently under development and assess their applicability to Internet-wide use,
suggesting changes if necessary.

Goals and Milestones:

Done Review and approve the Charter, making any changes deemed necessary. Re-
view the problems of printing in the Internet.

Done Write draft LPR specification.

Done Discuss and review the draft LPR specification. Discuss long-range printing
issues in the Internet. Review status of Palladium print system at Project
Athena.

Done Submit final LPR specification including changes suggested at the May IETF.

Discuss document on mailing list.
Done Submit LPR specification as an RFC and standard.
Jul 1990  Write description of the Palladium printing protocol (2.0) in RFC format.
Aug 1990 Discuss and review the draft Palladium RFC.

Request For Comments:
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RFC 1179 “Line Printer Daemon Protocol”
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2.1.6 TELNET (telnet)
Charter

Chair(s):
Steve Alexander, stevea@i88.isc.com

Mailing Lists:
General Discussion: telnet-ietf@cray.com
To Subscribe: telnet-ietf-request@cray.com

Archive:

Description of Working Group:

The TELNET Working Group will examine RFC 854, “Telnet Protocol Spec-
ification”, in light of the last six years of technical advancements, and will
determine if it is still accurate with how the TELNET protocol is being used
today. This Group will also look at all the TELNET options, and decide which
are still germane to current day implementations of the TELNET protocol.

(1) Re-issue RFC 854 to reflect current knowledge and usage of the TELNET
protocol.

(2) Create RFCs for new TELNET options to clarify or fill in any missing voids
in the current option set. Specifically:

- Environment variable passing - Authentication - Encryption - Compression

(3) Act as a clearing-house for all proposed RFCs that deal with the TELNET
protocol.

Goals and Milestones:

Done Write an environment option.

Done Post an Internet-Draft describing the authentication option.

Dec 1990 Post an Internet-Draft describing the encryption option.

Mar 1991 Rewrite RFC 854.

Done Submit the authentication option to the IESG as an Experimental Protocol.

Jul 1993  Submit the encryption option to the IESG as an Experimental Protocol.

Internet-Drafts:

“Telnet Authentication Option”, 08/08/1990, Dave Borman <draft-ietf-telnet-
authentication-04.txt>
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“Telnet Environment Option”, 03/03/1992, D. Borman <draft-ietf-telnet-environment-
03.txt>

“Telnet Authentication: Kerberos Version 4”7, 03/03/1992, D. Borman <draft-
ietf-telnet-authker-v4-01.txt>

“Telnet Authentication : SPX”, 07/09/1992, Kannan Alagappan <draft-ietf-
telnet-authspx-00.txt>

Request For Comments:

RFC 1116  “Telnet Linemode option”
RFC 1184 “Telnet Linemode Option”
RFC 1372 “Telnet Remote Flow Control Option”
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CURRENT MEETING REPORT

Reported by Steve Alexander/INTERACTIVE Systems
Minutes of the TELNET Working Group (TELNET)

The Telnet Working Group met on November 17th in Washington. We discussed Ted Ts’o’s
changes to the Kerberos V document, and they were received favorably. Steve Alexander
will produce a new draft of the Kerberos V document by year’s end.

The Group then discussed delegation of privileges via the authentication mechanism. Most
of the discussion centered on whether or not privileges could be delegated in subsets or
whether delegation should be all or nothing. No consensus was reached, and Cliff Neuman
said he would investigate this further on his own. The remainder of the discussion was about
whether or not delegation should be a generic feature of the authentication mechanism or
done in mechanism specific ways, since not all authentication protocols support delegation.
It was decided that delegation should be handled by the specific mechanisms, and not as a
general part of authentication.

Attendees

Steve Alexander steveaQi88.isc.com

Peter DiCamillo Peter_DiCamillo@brown.edu
Ken Hirata khirata@emulex.com

John Linn linnQerlang.enet.dec.com
Steven Lunt lunt@bellcore.com

Kent Malave kent@bach.austin.ibm.com
Louis Mamakos louie@ni.umd.edu

Clifford Neuman bcn@isi.edu

Joseph Ramus ramus@nersc.gov

Jeffrey Schiller jis@mit.edu

Cris Shuldiner cws@ftp.com

Sam Sjogren sjogren@tgv.com

Theodore Ts’o tytso@mit.edu
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2.2 Internet Area

Director(s):

o Philip Almquist: almquist@jessica.stanford.edu
o Stev Knowles: stev@ftp.com

Area Summary reported by Philip Almquist/Consultant

Considerable activity occurred in the Internet Area during this meeting. Eight of the
Internet Area’s working groups met, and there were an additional four BOF sessions.

The work that undoubtedly attracted the most interest was the continued efforts on propos-
als to replace the current IP protocol with one which more readily scales to the scope that
the Internet is rapidly attaining. Four working groups have been aggressively attacking this
problem:

1. IP Address Encapsulation (IPAE)

2. P Internet Protocol (PIP)

3. Simple Internet Protocol (SIP)

4. TCP/UDP over CLNP-addressed Networks (TUBA)

Each of these groups gave a plenary presentation on their progress so far and met during
the week to continue to refine their proposals and their documents. In addition, a BOF
on Selection Criteria considered the problem of how to best evaluate the strengths and
weaknesses of the four proposals.

IP over Fibre Channel (FIBREIP)

A BOF on IP over Fibre Channel met to discuss Yakov Rekhter’s Internet-Draft “IP and
ARP on Fibre Channel (FC)”. The Group felt that only minor changes needed to be made
to the document, but elected to defer entering it into the standards process until there is
some implementation experience. This work is being closely coordinated with the ANSI
Fibre Channel committee.

Inter-Domain Multicast Routing (IDMR)

The IDMR BOF met to discuss dynamic routing of IP multicast datagrams to multicast
groups containing members in multiple routing domains.

Selection Criteria (SELECT)

The objective of the Selection Criteria BOF was to develop consensus on a precise statement
of the community’s goals for a replacement for IP. The goal was to provide a yardstick
against which the various proposals could be objectively measured to point up their relative
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strengths and weaknesses. Needless to say, this goal was far too ambitious to actually be
achievable in the single session available.

Dynamic Host Configuration (DHC)

The Dynamic Host Configuration Working Group worked to finish up the set of documents
which define the DHCP protocol and its options. The Group then held some preliminary
discussions on an additional protocol for coordinating the activities of multiple DHCP
servers.

IP over AppleTalk (APPLEIP)

The IP over Appletalk Working Group heard reports on several topics and worked on the
IP over Appletalk document and a revision to the Appletalk MIB. The Group expects to
wind down its activities during the next couple of meetings due to the development of an
appropriate forum (ASIG) for working on Appletalk-related issues outside of the context of
the IETF. :

IP over Asynchronous Transfer Mode (ATM)

The ATM Working Group finished up its IP over ATM document and intends to submits
it as a Proposed Standard. The Working Group also discussed the current state of ATM
signaling protocols in CCITT and the ATM Forum, and requirements that Internet protocols
impose on ATM signaling. The Group also received a request to establish formal relations
with the ATM Forum to facilitate the exchange of protocols and ideas between the two
organizations.

Point-to-Point Protocol Extensions (PPPEXT)

The Point-to-point Protocol (PPP) Extensions Working Group worked on finishing up a set
of extensions to the Link Layer portion of PPP (LCP). They also discussed some documents
concerning IPX over PPP. A subgroup was formed to investigate conformance testing. Part
of the meeting was a joint session with the IP over Large Public Data Networks (IPLPDN)
Working Group to discuss how PPP mechanisms might be adapted to minimize the number
of frames sent (important on WANs which impose per-packet charges).
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CURRENT MEETING REPORT

Reported by Lansing Sloan/LLNL
Minutes of the IP over Fibre Channel BOF (FIBREIP)
Agenda

o Introduction to Fibre Channel (Lansing Sloan).
¢ Review “IP and ARP on Fibre Channel” Internet-Draft (Yakov Rekhter).
e What next?

— Level of interest.

— Next steps for document.

Introduction to Fibre Channel

The introduction to Fibre Channel stressed points that influenced “IP and ARP on Fibre
Channel.”

Fibre Channel (FC) defines several topologies. Some topologies provide many parallel paths,
and therefore may not support broadcast and multicast well. This affects address resolution
procedures.

Fibre Channel is being defined by ANSI X3T9.3 in a set of (draft) standards. “IP and ARP
on Fibre Channel” depends on one of these draft standards, “Fibre Channel - Physical and
Signaling Interface (FC-PH).” FC-PH version 3.0 is current. The first ANSI public review
of FC-PH ends January 1, 1993.

Some Fibre Channel prototype implementations were shown in November at the Supercom-
puting ’92 conference.

Review “IP and ARP on Fibre Channel”

Fibre Channel has many options, and for interoperability IP must constrain their use appro-
priately. Some topics are within the scope of the Internet-Draft and all others are outside
the scope.

IEEE 802.2 LLC and IEEE SNAP are used for encapsulation (but full support of 802.2 is
outside the scope).

Fibre Channel mechanisms (“exchanges”) are used in a unidirectional manner. When IP
traffic is bi-directional, independent “exchanges” are used for the two directions. Some
optimizations may use more than two.

For address resolution, a “hardware address” consists of a 24-bit interface ID and a 64-bit
“Initial Process Associator” (the latter may have a null value). A single IP address may
map to multiple hardware addresses, to support redundant connections.
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The ability to do local address resolution configuring (for bootstrapping and point-to-point
links) is required. The ARP server is optional, it has a well-known address, its external
behavior is described, its internal behavior is not described. The ARP format is followed;
some fields are variable length.

Fibre Channel defines several classes of service, including connection-oriented and datagram
modes. A connection maximizes performance for a given pair of interfaces but denies service
to other interfaces while the connection lasts. The Draft has some guidelines. Connections
should not last longer than 500 milliseconds.

Some Fibre Channel configurations permit non-transitive behavior. The Internet-Draft
handles this by defining fully-connected “regions” and assigns distinct IP subnets to each
region. No router is required for IP communication within a region. An interface can be in
multiple regions and therefore may have multiple IP addresses.

Controversial and /or Unresolved Issues

There was some strong feeling that either the encapsulations should be limited to IP/ARP
for efficiency or, alternatively, that IEEE 802.2 XID and TEST functions should be sup-

ported. Agreement may have been reached. For now, in any case, the Draft will not change.

There was some discussion whether the Draft should provide more guidance. It now em-
phasizes interoperability. For now, that will not change.

Better wording for ARP on point-to-point connections is needed.

Hosts can learn the hardware addresses of routers using address resolution, but details were
not discussed.

The reason for 500-millisecond connection limits was not discussed.

The Draft does not specify reverse ARP. RARP can be provided, but having hosts pop up
in the network may be undesirable.

Decisions (What next?)

Philip Almquist said he thought that the IETF should let ANSI continue with the technical
work for now. Attendance was light, and in effect there was no independent review of
the Internet-Draft by non-ANSI people. The people with detailed comments all work for
companies that attend ANSI X3T9.3 meetings regularly. The IETF wants an IETF Fibre
Channel working group but Philip said attendance shows that interest is presently too low.

One suggestion was to fix the Internet-Draft until ANSI is happy and then submit it to
IETF for standards processing as a joint BOF/ANSI contribution. However, because the
IETF has not had an effective review and because the Draft is not particularly self-contained
(it assumes familiarity with quite a bit of Fibre Channel), it is unlikely that the Internet
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Architecture Board could effectively read the document and determine if it assures inter-
operability. Therefore the Draft probably will not be submitted for the IETF standards
track until interoperable implementations based on it exist. This will probably happen next
summer.

Probably the existing ANSI mail groups “fibre-channel-ext” and “fc-ip-ext” may be used
as the IETF mail groups as well, provided that people are not excluded.

A draft MIB for Fibre Channel is expected within a couple of months.

The IETF still wants the final say and change control on IP standards.

Attendees

Philip Almquist almquist@jessica.stanford.edu
Vickie Brown brownQosib40sn.gsfc.nasa.gov
Paul Griffiths griff@chang.austin.ibm.com
Mark Laubach laubach@hpl.hp.com

Drew Perkins ddpQandrew.cmu.edu

Yakov Rekhter yakov@watson.ibm.com

Lansing Sloan 1ljsloan@llnl.gov

Elizabeth Vanderbeck beth@tdcsys2.vnet.ibm.com

Gerry White gerry@lancity.com



Introduction to Fibre Channel

Lansing Sloan
Tjsloan@llnl.gov

Lawrence Livermore National Laboratory

November 17, 1992

IETF “fibreip” Birds of a Feather Session on
IP and ARP on Fibre Channel

1 gratefully acknowledge Bryan Cook's assistance and the many viewgraphs
that he has kindly provided.

Goals of This Presentation

« Introduce Fibre Channcl

+ Emphasize points that affect “IP and ARP over Fibre
Channel" Intemet Draft

Goals of Fibre Channel
Fibre Channel is intended to be a standard that
« offers cost-effective, high-performance communication,

« permits a single interface to access networks and various
peripherals,

+ permits highly parallel switching for very high overall
throughput*,

« works with many existing and future fiber plants, and
« provides high reliability.
* Note: The high paralielism implies that broadcasting and

multicasting are difficult, and (among other things) that
ARP should not rely on broadcasts or multicasts.

FCS Scope

1. High-performance backbone to support:

<+ 1P/802.2

<+ HIPPI-FP

+ [IPI3/SCsI

+ SBCCS (IBM Format 0/1 command sets)

Fibre Channel Base Document

Fibre Channel will be defined by a number of standards. The base standard
document for Fibre Channel will be “Fibre Channel — Physical and
Signaling Interface,” commonly catled “FC-PH" or “FCS.”

FC-PH is the only Fibre Channcl standard required by “IP and ARP on Fibre
Channel.”

FC-PH

« defines the behavior of an interface (often called an
"N_Port"),

- supports connection to a "Fabric," and

- also supports point-to-point connections.

FC-PH defines interface behavior at three levels, called
- FC-0,

+ FC-1,and

« FC-2.

96




FCS Specifies Physical and Signalling Levels

+ FC-0 Level
- Transmitter/receiver types
- Media types
- Bitrates

¢ FC-1Level
« 8B/10B transmission code
« Special characters ‘
«  Synchronization rules

+ FC-2Level
« Frame Formats
« Frame Headers (Addresses, Sequence 1Ds, Exchange
1Ds)
« Link Level Control (ACK, Ready, Busy, Reject)
. Data Flow Control
« Classes of Service
« Segmentation, Flow Control, Recovery
« Multiplexing management
. Connection management
« Login/Logout

D ifferent TIwstadtaneoos Data
CLan Cavse
Behavior

Rates “ Mou transitve”

Noda 2 can Halk 1o Wode | (SOMBJO\
Node | cantalk ¥o Mode 3 (100 MB fouo) )
T Sowa cases MNode 2. cau NOT
d’lred’tg o Nade 3_ — Talk

The Titernst Draft discossos “Y‘egio«s"
5 ﬁéf around 1’14:5 35‘]‘&‘1‘“0",
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Specified Signalling and Data Rates

FC-PH specifies signaling rates in FC-0 and is designed to provide the user
data rates shown under good circumstances.

FC-0 Instantancous Ideal effective user

signaling rate data rate above FC-2
(Mbit/second) (MByte/second)
1,062.5 100
531.25 50
265.625 25
132.8125 12.5

FC-0 Overview

+ Physical Level - defines:
- Transmitter/Receiver types
< Media types
- Bit rates

Fibre Optic Options

100 MByte/sec S0 tiByte/sec 25 MByte/sec 12.5 HByte/sec
10625 Mpit/sec | S31.25 Mbit/sec | 265.625 tbit/zec | 132.8125 twit/sec
s b k=4 e
LKL Lo LHLO LED
1300 om 1300 am 1300 nm 1300 nw
2m—10Km 20-10Km 2m—10Km 0~1Km
M (S0 um) s
LHLD SKLD Lo
1300 nm 780 nm 1300 nm
2020 2m—1 K 2m2Km
MM(SO um)
SHLO
780 am
2m—2Km
M(62.5 um)
LED
1300 om
O—1Km

Note: There are also coax and twisted pair options




4 Coding Level - defines:

< 8B/MO0B transmission code

+ Special characters

* Synchronization rules

Constructs

Following constructs are defined:
1. Frame

2. Sequence

3. Exchange

4. Operation

1. Data is transmitted in Frames:

4+ A Frame consists of:
+ Start-of-Frame delimiter
¢« Frame Header
« Optional Headers
« Payload
« CRC
+ End-of-Frame delimiter

¢ Each frame or group of frames is acknowledged:
+ Flow control
« Delivery nofification
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Constructs ...

A Sequence is composed of 1-n Frames:

¢ Unidirectional stream of frames for an operation
<+ Recovery boundary

+ Each Sequence is identified by initiator: SEQ_ID

+ Each frame within a Sequence is numbered: SEQ_CNT

Note: For example, 1 IP packet

An Exchange is composed of 1-n non-concurrent Sequences:
< One Sequence may be active at a time

+ Exchange is identified by each end: OX_ID, RX_ID

. Note: For example, 1-N P packets

An Operation consists of 1-n Exchanges:
4 May be concurrent

4 Operation is identified by each end: 0O_AS, RO_AS




FC-2 Link Level Overview

¢ Has view of all concurrent sequences/exchanges at single

N_Port

4 Fuanctions:

-

)

1Ds)

(A

&

. Frame Formats

Data Flow Control

5. Classes of Service

Frame Headers (Addresses, Sequence 10s, Exchange

. Link Level Control (ACK, Ready, Busy, Reject)

6. Segmentation, Flow Control, Recovery

7. WMultiplexing management
8. Connection management
9. Login/Logout

FCS Frame Header

R_CTL D_ID
Reserved S_ID
Type F_CTL
SEQ_1D DF_CTL SEQ_CNT
OX_iD RX_.ID
Parameter
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ECS Frome Format
32
4 24 VAl o/16 O/ 0/18/32/84 0-2112 (rimye 3 44
fi Secudty | Network | Association| Devi
roame two! ce N
SOF| Header | Header | Header | Header | Heoder Doto CRC| £OF
(optional)] {optional)| (optional) | (optional) |

! }

? N Bytes

0-2112 Bytes

Fibre Channel Sequences and Frames

Fibre Channel interfaces can perform i 2l scgmentation and y.

The atomic unit above FC-2 is the “Information Unit.”

« AnlPor ARPd should be contained in a single Information Unit.

3

« The Information Unit will map to a single Sequence.

The atomic unit that FC-2 sends across a fiber is a Fibre Channel “frame.”
A Scquence can be fragmented into multiple Fibre Channel frames.

« A Sequence can be almost infinite (4 GBytes).

Note a terminology problem: An IEEE 802 Mcdia Access Control (MAC)

frame maps to a Fibre Channel Information Unit, not a Fibre Channel frame.




Fibre Channel Exchanges

Multiplexing Management

1. Operation may consist of muttiple exchanges
Exchanges were designed to identify related Information Units (such as 2
command to an [/O device and associated data transfers and status replies).
Exchanges are half duplex, since that works well with devices. 2. An exchange consists of a single sequence at a time
Exchanges may be used unidirectionally.
To avoid the complexity of managing half-duplex flow, IP is expected to use
unidirectional Exchanges (except during some error recovery situations). 3. A sequence consists of a uni-directional flow of frames
4. Frames denoted by X_IDs, SEQ_ID
Fibre Channel Operations
1P does not use operations. S. Frame position in sequence denoted by SEQ_CNT, Relative
Offset
6. Class 1: different operations, same destination (connéction)
7. Class 2/3: different operations, different destinations
Login/Logout

Part of initialization

Each port “logs in” to all other ports, including Fabric

Exchange of information, e.g.:

< Credit

+ Concurrent Sequences

4+ Receive data field size

& Service Opﬁoné (e.g., which classes)

Fibre Channel Classes of Service

FC-PH dcfines three classes of service:

- Conncction-oriented Circuit-switched ("Class 1),

«  Acknowledged Datagram (“Class 27), and

- Unacknowledged Datagram (“Class 3%).

Each Class of Service supports the same kinds of Exchanges, Information
Units, and frames, and thus the same upper laycr protocols.

Class 1 raises some service issucs.

- Fabrics support Class 1 service by circuit-switching.

A pair of N_Pouts gets very good service to cach other instantancously
but poor or no concurrent service o other N_Ports.

«  Rules for deciding when to create and remove connections are necded.

« When Class 1 is appropriate, it probably provides the highest throughput.
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Some FC-2 functions are not discussed.
Link Level Control (ACK. Ready, Busy, Reject)
Data Flow Control

Segmentation, Flow Control, Recovery

FC-3 Summary
FC-3 Functions are not yet well defined.

FC-3 has a view of all operations in the node across il
N_Ports.

Functions include port selection:

- Non-striping (use a single N_Port)

- Striping (use mulitple N_Ports for higher bandwidth)
- Maulti-cast (could be useful for some IP functions)

“IP and ARP on Fibre Channel" does not rely on FC-3
Functions.

Fabric Overview

*

“Switching” - defines:

1. The topologies used for routing of frames through an
FCS network

2. Concepts and characteristics of the various topologies

3. Topologies incliude:
« Point-to-point
+ Dynamic Switch
+ Broadcast Hub

+ Loop
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Fibre Channel Addressing

FC-PH spccifies 24-bit addresses (“N_Port Identifiers™).

«  Fabrics assign 24-bit addresses. Interfaces “log in” 1o a Fabric to leam
their 24-bit addresses.

+ A fabric assigns 24-bit addresscs to optimize routing within the Fabric.

< (FC-PH specifies other mechanisms to provide long-life identificrs that
uniquely identify interfaces.)

FC-PH also allows 64-bit "Process Associators.”

+ Some Fibre Channel interfaces use Process Associators to quickly locate
the p that handles an Infe ion Unit.




The Sabric uses
24 -bit addrosses
(N_Port Id‘n‘ﬁ"\c%
Fo voute frow
source N_Fort to
dastination AL Rt

Fabric

Process Associtors
may be used an
N_Port to gu}d\(a
Find where o

«
Process™ i

3 Tnelud;
which Procaseer
and wl\gr. within ﬂ\q
k\euw:j of He

Processor

« Note: For redundem_:j) an LP address

should may fo Seyevald hc\’dwm
addresses.*

X3T79.3 FCS Architecture Schedule

1.

2.
3.

Best guess:

1. Current FC-PH, 3.0 Available

2. 9/92: Start Public Review (4 months)

. 1/93: End Public Review

4. 3/93: FC-PH re-issued

5. 4/93: Vote by X3T9 to forward new FC-PH for Public
Review

6. 5/93: Start final Public Review (2 months)

7. 7/93: End final Public Review

Overlapped with above:

Continue Development

& Specific Subjects

¢ Addenda on base FC-PH
FC3

All FC4s

ANSI X3T9 Develops Interface Standards

X3T9.2 defines SCSI (Smatl Computer Systems Interface).
X3T9.5 defines FDDI (Fiber Distributed Data Interface).

X3T9.3 defines

« IPI (Intelligent Peripherals Interface),

- HIPPI (High-Performance Parallel interface). and
+ Fibre Channel.
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Standards Hierarchy

X379.2
(SCSD)

i [

Status at Lawrence Livermore
National Laboratory

LLNL is the first Fibre Channel customer and is helping with
development.

In 1991 implementors agreed on FC-PH version 1.6 for prototyping.
(Note: the Intemnet Draft corresponds to FC-PH version 3.0, the current
version, niot to FC-PH version 1.6.)

Several vendors are developing parts.

LLNL received prototype parts in August 1992 and is debugging. The

parts were designed by Ancor Communications and include Fibre-

Channel to VME interfaces and a 16-port crosspoint switch with 2
ignaling rate of 266 Mbit/s d

The VME interfaces are i lled in SUN w LLNL (Seth

Abrahams) is writing the driver.

LLNL status as of November 13 follows.

.

.

Telnet, FTP, and TTCP seem to run without causing crashes.
Some non-TCP traffic does cause crashes.
TTCP achieves 0.5 MByte/second (two percent of the limit).

9 q

Some of the for slow perfc are

The system is Chopefully) ing Ni ber 16-20 at the Sup: p
92 Conference in Minneapolis, concurrent with this IETF mecting.
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Fibre Channel Standards Efforts

Basic Fibre Channel Standards (ANSI X3T9.3)

FC-PH (Physical and Signaling Interface)

FC-EP (Enhanced Physical, includes FC-3)

These are being considered for FC-EP: multicast, striping (paralle!
channels), hunt groups, and isochronous service.

FC-IG (Implementation Guide)

Fabric Standards (ANSI X3T9.3)

.

FC-FG (Fabric Gencric requirements)
FC-XS (Cross-Point Switch)
FC-LT (Low-cost Topology)

Fibre-Channel "FC-4" Standards (various)

s s 8 0 e e

P and ARP on Fibre Channel (IETF)

FC-IP: [EEE 802.2 Link Encapsulation (ANSI X3T9.3)

FCP: SCSI on Fibre Channel (ANSI X3T9.2)

FC-13: IP1-3 on Fibre Channet (ANSI X379.3)

FC-FP: HIPPI Framing Protocol on Fibre Channel (ANSI X3T9.3)
FC-SB: Mainframe Peripherals (ANSI X3T9.3)

Notes:

1.
2. The

“IP and ARP on Fibre Channe!l” depends only upon FC-PH.
ic FC-IP was assigned before liaison with IETF revealed
that standards related to the Intemet Protocol are developed by the IETFE.

Why is LLNL Interested
in Fibre Channel?

We want a gigabit/second to the desktop, to visualize complex scientific
simulations.

We want colleagues to be able to interact with each other and with
visualized data.

We want to support many users concurrently.
(About 1000 concurrently communicating pairs of interfaces.)

We want to archive and transfer many large files.

We want fast ¢ between h special-purpose
p ors (1o achieve speedups greater than linear by letting each
processor do what it is specialized for).




Conceptual View of Gigabit Architectures

Functiondl Architecture Arovtecuure ] Features ]
Access
Upper
Method | |p |go2.2| SCSY IPI3] M1 |580S] Lever | ST
. Porameters
Device Protocol
System Instructions
Strio Common
ping -3 |Servi
Multicast FC-=3 Leve]ccs
Frame formats ]
Fra{?& Headers (Msg(esaes. 1Ds)
Service Closses FC—-2 Link Level
Segmentation/Reassembly
8/10 Transmission Code
Synchronization FC—1 FC—PH
Loss of signal
MM o st s | MM SW SM
LED [UPwOWMDISWD MO |wiD FC—0 rw*""
132 Mbit| 266 Mbit|531 Mbit|1.06 Gbit Speeds | |

History of "IP and ARP on Fibre Channel"”

«  ANSI X3T9.3 decided 1o do the standard.

+ During lizison with [ETF, X3T9.3 decided to tet IETF do the standard,
but X3T9.3 would provide an initial draft.

« Yakov Rekhter began the draft about July 1992,
o ANSI X3T9.3 reviewed the draft
August (Bellevue, Washington)
September (Toronto, Ontario)
October (Ft. Lauderdale, Florida)
« An Intemnet Draft was submitted in October 1992.

« [ETF controls the document now.

On-line Information

Mail Groups

fibre-channel-ext@think.com

is used for general Fibre Channel issucs including FC-PH.

To (un)subscribe, send a request to

fibre-channel-ext-request@think.com

fc-ip-exi@think.com

is used for IP (and IEEE 802) over Fibre Channel.

To (un)subscribe, send a request to

fc-ip-ext-request@think.com

Anonymous FTP

Connect to

nsco.network.com

and explore within the directory

FC

Note: other specialized fibre channel mail groups are not listed here.
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IP and ARP over
Fibre Channel (FC)

Yakov Rekhter
T.J. Watson Research Center
18M Corporation
e-mail: yakov@watson.ibm.com

Inside the Scope

e Mechanisms to exchange IP and ARP
e Constraints on FC-2 Frame Header parameters
e IP to N_Port Identifier mapping

e Fair access to node's resources

Design Objectives

« IP level interoperability between conformant implementations

Outside the Scope

e Everything else:

-~ ARP Server solution

1P Multicast

Network configuration and management

IEEE 802 MAC Layer bridging

Interaction with other FC-4s running over the same N_Port
Full support for IEEE 802.2 LLC

.

FC-2 Frame Header

R_CTL fieid:
— Routing bits ~ Device Data
— Information Category — Unsolicited Data

TYPE = IEEE 802.2 LLC/SNAP (LLC + SNAP encapsulation)

Network Header is mandatory
— Default — carries 1P addresses

— Recipient may ignore the content

Other Headers (e.g. Association Header) are optiona!l

— Association Header must be present with a non-null Initial
Process Associator
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Login Parameters

« Fabric Login and N_Port Login are required to exchanged IP/ARP
« Obtaining N_Port Identifier is outside the scope

« NO constraints on
—~ Common Login Para?neters
— Parameters for Fabric Login
— Parameters for N_Port Login




Exchanging IP/ARP packets

« One IP Packet <= One Information Unit
e One ARP Packet «= One Information Unit

« Exchange to pass Information Units
— Only the Exchange Originator sends IP/ARP packets ==
« bidirectional traffic requires two Exchanges
— One or more Exchanges between a given pair of N_Ports

LLC/SNAP Header

e LLC + SNAP encapsulation
« Used with IP over HIPPI, IEEE 802.3, IEEE 802.5

e Single FC-2 TYPE for both IP and ARP

Address Resolution

« < N_Port Identifier, Initial Process Associator > = hardware address
o Support muitiple hardware addresses per single 1P address
» Local Mapping (required to support)

« ARP Server (optional)
— Well-known N_Port Identifier - “FFFFFC"”
— A Node registers with an ARP Server after Fabric Login

Fair Access

e Class 1
— Limiting time of open Ciass 1 connection (500 milliseconds)

« Resources associated with an Exchange
— Independent of a particular Class

—~ Ability to terminate an Exchange (by either the Originator or
the Responder)

MTU

« Single Information Unit — up to (232 - 1) octets

¢ Maximum IP packet size — 65280 octets
— Consistent with HIPPI

— Single IP packet into 64 Kbytes buffer with up to 256 octets of
overhead

VVhat is a subnet ?

« The concept of a Region
— Transitivity with respect to connectivity

— A set of N_Ports such that any N_Port in the set can
successfully complete the N_Port Login procedure with any
other N_Ports in the set

— All N_Ports within the set can directly exchange IP/ARP
packets with each other

e An N_Port may belong to more than one region
— Distinct IP address per region
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* An Exchange per TCP connection — optional
* Upper limit on the duration of a single Class 1 connection — 500 ms

» Class 1 connection for long Information Unit, Class 2 and 3 for the

rest

Other issues
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CURRENT MEETING REPORT

Reported by Paul Tsuchiya/Bellcore
Minutes of the Inter-Domain Multicast Routing BOF (IDMR)

Agenda

1. Determine the Charter of the Group.
2. Go over the CBT (Core Based Trees), a proposal for scalable multicast routing.

The first IDMR BOF was held November 17th at the Washington, DC IETF meeting. It
was chaired by Tony Ballardie of UCL. Tony amply demonstrated early on in the meeting
that the English had best stick to dry humor, and leave the wacky stuff to the Americans
(MP notwithstanding).

Concerning Agenda Item 1, it was agreed that there is a need for a new multicast protocol
for inter-domain multicast, as the existing schemes do not scale well enough. Therefore, it
was decided that:

1. A Working Group should be formed (the IDMR Working Group).
2. The Charter of the Group is to design a standard multicast routing protocol for
inter-domain multicast routing.

Though there was no explicit call for consensus, it was assumed that Tony Ballardie would
chair the Group, with Paul Tsuchiya as alternate Chair. I assume that it is still possible
for people to volunteer to Chair the Group. Also, there was no consensus (for or against)
that CBT should serve as the base text for the new IDMR protocol. On the other hand,
no other proposals are on the table.

Concerning Agenda Item 2, the following concerns were raised about CBT.

o There was a concern that the current Internet-Draft didn’t adequately specify the
case where a node receives two joint requests before getting back the first ack.

e The choice of which major core to send terminate request messages to is not specified
correctly.

e It was felt that there must be a way for detecting the case where there are two cores
with uptree links on the same LAN.

e The format for the core list packet must be worked out, and the drawing in the CBT
document is hard to understand.

e There was a concern that the text describing when to send a quit request was not
complete.
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o The notion of sending a quit some time after receiving a join ack (when changing

parents) is no good (should send quit immediately).

o There was a lot of discussion about what to do when the link to the parent goes down.
This whole issue needs to be worked out, but there seemed to be a general prefer-
ence for flushing the whole tree below the break, with everything below subsequently

rejoining.
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CURRENT MEETING REPORT

Reported by Philip Almquist/Consultant
Minutes of the Selection Criteria BOF (SELECT)

The objective of the Selection Criteria BOF was to develop consensus on a precise statement
of the community’s goals for a replacement for IP. The goal was to provide a yardstick
against which the various proposals could be objectively measured to point up their relative
strengths and weaknesses. Needless to say, this goal was far too ambitious to actually be
achievable in the single session available.

The BOF began with a discussion of two previously written documents that presented goals
for the new IP:

o draft-partridge-ipv7-criteria-00.txt (Partridge/Kastenholz)
e draft-iab-ipversion7-00.txt (IAB)

The two sets of goals were compared and contrasted. Craig Partridge and Barry Leiner
verbally clarified and presented additional rationale for the goals presented in those pa-
pers. Lively discussion ensued, during which the Group modified the list of goals from the
Partridge/Kastenholz paper.

In particular, the goals of architectural simplicity and globally unique identification of end-
points from the IAB’s list were thought to be important enough to be added. Some partic-
ipants pointed out that it was also important to add topological flexibility as a goal, noting
that we certainly needed to understand whether any of the proposed next generation IP’s
would preclude topologies currently in use. Others pointed out that, although it may be
hard to quantify, the proposals may embody differing amounts of technological risk, and
that our criteria needed therefore to address risk. Some felt that performance needed to
be a goal. Matt Mathis pointed out that different proposals may differ in how the pain
of deployment is allocated among the levels of the networking food chain (backbones, mi-
dlevels, campus nets, end users), and emphasized that we are unlikely to successfully deploy
any proposal in which some level receives little benefit from the new version of IP yet is
expected to shoulder a large chunk of the pain. Finally, a number of people felt that IETF
change control and freely available specifications have been critical to the success of the
current IP, and that it is therefore important to consider to what extent each of the pro-
posals preserves those features. The goal of providing usage accounting was dropped from
the list of goals when it was pointed out that the accounting requirements specified in the
Partridge/Kastenholz paper would be trivially met by any proposal.

After reaching near consensus on a list of goals, the Group sought to rank them in terms
of importance. No real consensus was attained. The best summarization of this part of
the meeting might be that whatever is chosen as an IP replacement must solve the scaling
problem and must not be substantially inferior to the current IP in terms of other important
attributes (security, manageability, robustness, etc.).
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A third task, trying to refine each of the goals on the list into a statement of sufficient detail
and precision that the extent to which a particular proposal met the goal could be fairly
objectively determined, was skipped due to lack of time.

Craig Partridge and Frank Kastenholz agreed to revise their Internet-Draft to attempt to

incorporate the results of the BOF.
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CURRENT MEETING REPORT

Reported by Gary Malkin/Xylogics
Minutes of the Traceroute BOF (TRACERTE)

Agenda

Discuss the need for a Traceroute protocol.

Review the Internet-Draft.

Determine if any additional information should be included.
Consider alternate proposals (if any).

Determine if a Working Group is needed.

Unfortunately, I believe I have the honor of chairing the first BOF to be attended by only
one person, myself. I therefore declared myself a committee of the whole for the purpose of
discussing the items on the Agenda.

The need for a Traceroute protocol is unclear. However, the Internet-Draft was unanimously
approved as read.

No alternate proposals were put forth.
A working group is not needed.

It was decided that the Internet-Draft should be submitted for consideration as an Experi-
mental Protocol.

Attendees

Gary Malkin gmalkin@xylogics.com
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Traceroute BOF

Gary Malkin

Xylogics, Inc.
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Mailing List:
Administrivia:z
Archives:
Internet Draft:

traceroute@xylogics.com
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xylogics.com:gmalkin/traceroute

draft-malkin-traceroute-0l.txt

\—_Gary Malkin / Xylog

18, 1992/

- Teacetoute SoF

ICMP Traceroute Message Format

Type Code Checksum
Outbound Return
ID Number Hop Count|Hop Count

Outbound Link Speed

Outbound Link MTU I

Lﬁuy Maikin / Xylogic

18. 1992/
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IP Option Format

™T

1
oizinm:{ Length I ID Number

Originator IP Address

Outbound Return
Hop Count|Hop Count

L_Gary alkin / Xylogics

November 18, 1992._)

7 T: g et ante B )
Basic Operation
S
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Y
Source Routers Dest
—— “"ping” packet
—— "Ping” response packet
— ICMP Traceroute message (for “ping~)
—— ICMP Traceroute message (for "ping” response)

Lﬁary Matlkin 7 Xylogic November 18, I992_J
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2.2.

INTERNET AREA

2.2.1 Dynamic Host Configuration (dhc)

Charter

Chair(s):

Ralph Droms, droms@bucknell.edu

Mailing Lists:

General Discussion: host-conf@sol.bucknell.edu
To Subscribe: host-conf-request@sol.bucknell.edu
Archive: sol.bucknell.edu:dhcwg

Description of Working Group:

The purpose of this Working Group is the investigation of network configura-
tion and reconfiguration management. We will determine those configuration
functions that can be automated, such as Internet address assignment, gate-
way discovery and resource location, and those which cannot be automated
(i.e., those that must be managed by network administrators).

Goals and Milestones:

TBD

Done

Done

Done

Done

Write a bootp extensions document.
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We will identify (in the spirit of the Gateway Requirements and Host Require-
ments RFCs) the information required for hosts and gateways to: Exchange
Internet packets with other hosts, Obtain packet routing information, Access
the Domain Name System, and Access other local and remote services.

We will summarize those mechanisms already in place for managing the infor-
mation identified by Objective 1.

We will suggest new mechanisms to manage the information identified by Ob-
jective 1.

Having established what information and mechanisms are required for host
operation, we will examine specific scenarios of dynamic host configuration and

reconfiguration, and show how those scenarios can be resolved using existing or
proposed management mechanisms.

Internet-Drafts:

“Clarifications and Extensions for the Bootstrap Protocol”, 05/03/1991, Walt
Wimer <draft-ietf-dhc-bootp-01.txt>

“Dynamic Host Configuration Protocol”, 07/09/1991, R. Droms <draft-ietf-
dhc-protocol-06.txt, .ps>
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“DHCP Options and BOOTP Vendor Extensions”, 06/30/1992, S. Alexander,
R. Droms <draft-ietf-dhc-options-03.txt>

“Interoperation Between DHCP and BOOTP”, 06/30/1992, R. Droms <draft-
ietf-dhc-between-bootp-03.txt>
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CURRENT MEETING REPORT

Reported by Ralph Droms/Bucknell
Minutes of the Dynamic Host Configuration Working Group (DHC)

The Dynamic Host Configuration Working Group met twice in Washington. In the first
meeting, the Working Group reviewed the state of the protocol specification. Ralph Droms
described several recent changes to the specification documents, made in response to the
[ESG’s review. Comments about the changes were posted to the host-conf mailing list
and are available from the list archive in sol.cs.bucknell.edu:dhcwg/host-conf-archive. Two
additional issues not previously addressed by the IESG were raised by Philip Almquist in an
“in-the-hall” meeting: DHCP must permit the server to disallow access to network addresses
by unauthorized clients, and DHCP servers should be able to provide client-specific network
parameters; i.e., DHCP servers should not be required to provide the same parameters (e.g.,
DNS server) to all clients on a subnet.

The Group approved of the changes to the specification documents. Once additional changes
are made, DHCP will be resubmitted to the IESG for consideration as a Proposed Standard.

There was a brief discussion of BOOTP /DHCP relay agent behavior relating to the insertion
of the client’s subnet mask in DHCP messages by the relay agent. The Group concluded that
DHCP servers must be aware of the network topology and can, therefore, always determine
the appropriate subnet mask for a DHCP message. Thus, there is no advantage in allowing
relay agents to supply the subnet mask. The Group decided that BOOTP/DHCP relay
agents are not allowed to insert a subet mask into BOOTP/DHCP messages. Walt Wimer
will modify the BOOTP/DHCP relay agent document to reflect this decision.

The Working Group also discussed backwards compatibility with the use of the ‘file’ field in
BOOTP. DHCP will continue to use the ‘file’ field as in BOOTP (except where overridden
by the ‘overload’ option [option code 48]). DHCP will also use ‘siaddr’ to hold the address
of the server the DHCP client is to contact for further configuration (e.g., a TETP server
from which the DHCP client may obtain a “boot file”). Walt will modify the BOOTP
clarification document and Ralph will modify the DHCP specification to explicitly describe
these uses of the ‘file’ and ‘siaddr’ fields.

Next, the Group embarked on a lengthy discussion about the use options and the interpre-
tation of some options as “vendor-specific”. The concern is that some vendors may have
difficulty in obtaining allocation of option numbers from IANA for options that are specific
to that vendor. The proposal was to define a “client type” option, and a range of options
as “vendor-specific”. The “vendor-specific” options would then be interpreted based on the
“client type”. For example, if a client identified itself as a “Bison Chip Computers” client by
including a “client type” option with value “Bison Chip Computers”, the “vendor-specific”
options would then be interpreted according to “Bison Chip Computers” allocation of op-
tion values. Such a mechanism would give individual vendors freedom in allocating options
as they desired without having to go to IANA for new options.
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The Working Group agreed to define a “client type” option and took the proposal for
“yendor-specific options” under advisement. The “client type” option will contain a vari-
able length string of octets, to be interpreted by the server as describing, e.g., the client’s
manufacturer and configuration. There was a counter-argument to the “vendor-specific
options” proposal that fewer than 50 of the available 128 options have been used to date
(128-254 are reserved for “site-specific” options), so that the “vendor-specific” option mech-
anism may not be necessary.

Bob Gilligan suggested some modifications to Walt’s BOOTP /DHCP clarification document
to explicitly describe the interactions between clients and servers in networks that may
have both BOOTP and DHCP servers. In particular, DHCP servers must be configurable
to disallow the automatic allocation of network addresses in networks where clients may
receive responses from both BOOTP and DHCP servers.

In its second meeting, the Working Group took up the issue of a server-server protocol to
automate the replication and reallocation of network address bindings. Greg Minshall pre-
sented a specific proposal that would provide redundant allocation, redundant reacquisition
of a previously allocated address and distributed extension of an existing lease.

Greg also mentioned the use of SNMP as a configuration tool once DHCP has provided
sufficient configuration to the client to allow operation of a transport protocol. Ralph
suggested that Steve Deering’s work in identifying all of the configurable parameters cited
in the Host Requirements documents should be forwarded to the appropriate MIB working
groups for their consideration. The Working Group concluded that DHCP should be kept
as lightweight as possible, deferring to other configuration mechanisms such as SNMP and
TFTP wherever possible.
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2.2.2 IP Address Encapsulation (ipae)
Charter

Chair(s):
Dave Crocker, dcrocker@mordor.stanford.edu

Mailing Lists:
General Discussion: ip-encaps@sunroof.eng.sun.com
To Subscribe: ip-encaps-request@sunroof.eng.sun.com
Archive: parcftp.xerox.com:/pub/ip-encaps/

Description of Working Group:

The IPAE Working Group seeks to develop a capability for extending IP to sup-
port larger addresses while minimizing impact on the installed base of IP users.
An enhancement to the current system is mandatory due to the limitations of
the current 32 bit IP addresses. IPAE seeks to upgrade the current system,
rather than to replace the Internet Protocol. The approach taken will be to
sandwhich a small addressing layer, above IP but below TCP or UDP, with
the new layer having its own IP Protocol-ID. This special layer will thereby
encapsulate new, larger, globally-unique addresses for source and destination,
as well as any other fields of information that are considered essential.

The specificaton effort will attend to issues of transition and coexistance, among
unmodified “IP” hosts and hosts which support “IPAE” hosts The IPAE ap-
proach will develop a framework to organize the Internet into areas called “IP
Addressing Commonwealths” within which 32-bit IP addresses are unique and
are part of a larger, globally-unique Internet addressing scheme. It is a goal of
this effort to avoid requiring any router within a Commonwealth to be modi-
fied, but any host wishing full Internet connectivity will need to support IPAE
eventually. Further, any system wishing to support full IPAE addresses will
need to be modified, including network management software.

Goals and Milestones:

Done Review and approve the Charter at the first Working Group meeting.

Done Post the initial IPAE specification as an Internet-Draft.

Aug 1992  Post the initial “Addressing” specification as an Internet-Draft.

Sep 1992  Post the “Implementation and Transition” specification as an Internet-Draft.
Done Post the report to the IESG as an Internet-Draft.

Done Present work of the IPAE Working Group to the IETF.
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Internet-Drafts:

“IPv7 Criteria Analysis for IP Address Encapsulation (IPAE) and the Sim-
ple Internet Protocol (SIP)”, 11/11/1992, R. Hinden, S. Deering, D. Crocker
<draft-ietf-ipae-ipv7-criteria-00.txt >

“IP Address Encapsulation (IPAE): A Mechanism for Introducing a New IP”,
11/11/1992, D. Crocker, R. Hinden <draft-ietf-ipae-new-ip-00.txt>
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INTERIM MEETING REPORT

Reported by Dave Crocker/TBO
Minutes of the IP Address Encapsulation Working Group (IPAE)

This meeting took place on August 27, 1992 via Videoconference and was, essentially, a
review session for a number of issues. The one item which was pursued further was a report
from Steve Deering about Addressing.

Administrivia

Copies of the current versions of the specifications, Craig Partidge’s BSD diffs, and a few
other files are now at PARC.

Mike Conn, of MCI, has very gratiously offered to provide a teleconferencing bridge (tele-
phone) for future meetings. This will allow those not able to go to a videoconferencing site
to participate over the phone.

Addressing (Steve Deering)

Discussion about geographic-based addressing has gone in the direction of allowing provider-
based addressing _also]_, to handle the early stages of the new addressing plan. It appears
that to remain strictly geographic will require very considerable complexity inside the data-
gram routing service, since metropolitan areas are, in no way, guaranteed to have inter-
vendor transfer sites (now dubbed ‘Metropolitan Internet Exchange’ or “MIX”.)

There is a need to ensure that the primary addressing authority is independent of any
provider.

There is also a continuing concern that the MIX concept requires sharing of customer
information between competitors. The retort is that that information is discernible anyhow.

Discussions will continue and the next Addressing meeting will be September 11th.

Side note: The Group feels that the specifications need to be crystal clear about the phi-
losophy that is driving their choices, to facilitate evaluation among the different proposals.

ACTION: (Crocker) upgrade specifications to emphasize end-user friendly and installed
base friendly intent of IPAE.

There is intended to be support for “multi-homed” commonwealths. That is, a host may
have more than one commonwealth ID. This might facilitate transition issues, such as from
vendor-oriented addressing to geographic, but it still requires the ability to add and delete
addresses. The question of the way to propagate such information is still open.
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IPAE Options

At the previous meeting, the question of providing space for IPAE-level options was dis-
cussed and rejected. At this meeting, we reviewed the decision, with no one suggesting it
be reversed.

IPAE Border Router Discovery

This was another review topic. In general, most of the techniques that are used to discover
an IP first-hop router can be re-used to discover the IPAE first-hop (i.e., border) router.
But John Moy suggested use of a fixed, logical address, written into the IPAE specification.
This could then trigger an IPAE-ICMP Redirect, when a logical border router gets the first
IPAE datagram.

A concern was raised that this scheme would have trouble if the user datagram is fragmented,
along the way to the border router, and worse, the fragments traveled to different logical
border routers. The conclusion was that fragmentation is relatively rare and this is yet-
another strong vote for MTU Discovery. Further, multiple destinations result only from
path-splitting or a transient problem. The former is something that can be limited, for the
logical address, and the latter is “only” a transient problem.

Miscellaneous

ACTION: (Crocker) The specification needs to better detail the behavior of the _exit_
border routers (the last IPAE hop before the destination host.) More protocol mechanics.

ACTION: (Crocker) The specification should give an example of address handling, as IPAE
datagram moves through the Internet.

ICMP

IPAE intends to permit permanent support for unmodified routers, within a commonwealth.
This means that routers will be generating current (old- style) ICMP messages, which means
ICMP messages without the full (IPAE, global) addresses of the originating host whose
action triggered the ICMP datagram. The exit border router (last hop before the router
generating the ICMP) has the task of turning the ICMP into an IPAE datagram, though
it can’t do that if it does not have the full global address of the originating host.

Only three options seem available:

1. Seek to have routers upgraded to generate larger ICMP datagrams, so that they will
include the IPAE header from the originating host.

9. Have the Border router throw away ICMPs that it can’t convert.
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3. Have the Border router perform some sort of record-keeping of IPAE datagrams, so
that it can match the returned 64-bits with a full IPAE global address.

The Group discussed these options. After appropriate (and large) amounts of illness-feeling,
1t was agreed that no other options seemed to exist and all of the listed options were terrible.
Options 1 and 2 seemed like the most constructive and practical, with option 3 unlikely.

ACTION: (Champlin) Survey existing router behavior, to determine the size of ICMP
datagrams they actually generate, to determine if the theoretical problem is real.

ACTION: (Crocker) Verify Host Requirements statements about ICMP size.

ACTION: (Crocker) Add relevant text to the specification (not Transition document) about
this issue, including reasonable options.



128 CHAPTER 2. AREA AND WORKING GROUP REPORTS
INTERIM MEETING REPORT

Reported by Robert Hinden/SUN
Minutes of the IP Address Encapsulation Working Group (IPAE)

This meeting of the IPAE Working Group took place on September 24, 1992 in a Video
Conference between Mt. View, California and Lincoln, Massachusetts

1. Reviewed Agenda Items.
2. Reviewed Action Items from Previous Meeting.
3. Reviewed Recent Work.

ICMP

There was a review of Greg Chesson’s ICMP extensions and it was decided that an
IPAE redirect was necessary, but that special destination unreachable was not needed.

ACTION: Greg will update work and write up mechanism to map ICMP error mes-
sages between commonwealths assuming that sender includes IPAE header in ICMP
error message.

Addressing

Reviewed work of previous days addressing meeting.

Unicast Metro / Provider Address

11 6 24 32 32
O s et frmmmm———— Fmmmm e — e fommm—— e +
| 1ol | /Metro | Site | |
[0l/1 RSVD | City Code | |32bit IP Address|
| 11] | \Provider| Subscriber | |
tmpmmm——— 4ommm e dmmmmmmm—mmeme O et T +
MC

M (Multicast) bit is O for Unicast, 1 for Multicast
C (IP Compatibility) bit is O for IPAE destination, 1 for IP destination

Multicast (Compatible w/ current IP Multicast)
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[111] RSVD | (unused) | 32bit Class D |

Pl | | IP Address |
LD e Fommm e R et L L e ittt TP +

MC

Multicast (New Multicast Format)

11 6 8 80
et T R T S +
L1 [Flags| |
[110] RSVD | + | Multicast Group ID |
1 | Scopel |
Rt T m———- R T T TS +
MC

ACTION: Steve Deering will write an IPAE addressing architecture and hold a follow-
on addressing sub-group meeting to review writeup.

Commonwealth Router Discovery
Concluded that discovery mechanism proposed by John Moy/Proteon would be fine.
ACTION: Bob Hinden will get IP address assigned for Commonwealth router discov-
ery.

4. Close Outstanding Technical Issues
DNS SUPPORT

The Group discussed where changes to DNS would be necessary and which DNS
servers would have to support IPAE at each stage in the transition.

ACTION: Dave Crocker will bring DNS experts into the loop and write up details
for a document.

Inter-Commonwealth Routing

The Group discussed and concluded that for provider based addressing, BGP4 with
support for 96bit IPAE addresses should be used. Metro based routing some what
harder.

ACTION: Steve Deering will write up routing approach.

ACTION: Bob Hinden and Yakov Rekhter will discuss adding support for 96-bit
addresses to BGP4.

5. Transition Issues

32-BIT IP Address => Commonwealth Address Mapping
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The Group discussed different approaches: Static table, pure DNS, and hybrid consist-
ing of background DNS collection to local server + real time query by Commonwealth
Router to local server.

ACTION: Bob Hinden will write up static approach.

. Implementation Plans and Schedule

SGI, Proteon, and Sun intend to build prototype IPAE implementations. The mini-
mum test configuration needed was:

IPAE---| |----IPAE
I I

Testing can be done without building any new infrastructure. It can be done using
the existing Internet.

An implementation subgroup will be formed. Bob Gilligan agreed to lead and coor-
dinate.

ACTION: Bob Gilligan will set up implementors meeting and develop testing plan.

Next Meetings

e October 9th, Video Conference (Mt. View and Lincoln)
e October 15th, Video Conference (Mt. View and Lincoln)
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INTERIM MEETING REPORT

Reported by Dave Crocker/TBO
Minutes of the IP Address Encapsulation Working Group (IPAE)
This meeting was held at Sun Microsystems on October 8, 1992.

The major topic of the meeting has been documented in a note sent by Bob Hinden, con-
cerning a change to the IPAE header, to make it be the same as the SIP header. (i.e., make
IPAE = IP+SIP, plus transition rules.) This was a somewhat unexpected turn of events,
except in hindsight. A number of forces seem to have been moving the Group in this di-
rection and there was a very strong feeling, by the end of the meeting, that this change
vastly cleans up the entire scenario for the Internet, giving it the least transition pain and
the most amenable longer-term protocol, since it is the closest to current IP AND it has a
mechanism for adding new services (via its own mini-layer.)

Other topics discussed included:

o ICMP
e Router Table Size

ICMP

The 64-bit data limit for ICMP continues to be a problem. The Group discussed more
about the handling of ICMP messages sent by interior, unmodified routers, which therefore
contain only the within-commonwealth IP addresses of the interior router and the border
IPAE router and don’t have the full IPAE address of the originating host available.

It had generally been believed that this was an unfortunate, but not serious, problem. It
was then observed that it _is_ a significant problem for MTU Discovery. The originating
host really does need to get the ICMP feedback.

The Group adopted the framework that a commonwealth which does IPAE/IP tunneling
— i.e., the interior routers are not IPAE knowledgeable — can be viewed much the same as
IP over X.25, with the border routers treating the commonwealth as an underlying data-
link environment. Hence, feedback from interior routers is like feedback from interior X.25
packet switches. We would not expect those raw messages to be forwarded back to the
originating host.

We would expect the border routers to record the feedback and translate it. In this case,
this means that the border router needs to cache MTU information about IP addresses
inside its commonwealth. When it gets an IPAE datagram, it needs to check its size against
the cache (cache = dest IP addr + MTU) and either fragment the datagram or send back
an ICMP Too Big.
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Basic language for the specification is: IPAE routers which are the IP recipients of IP JICMP
messages must cache “Can’t Fragment” (“Too Big”).

Router Table Size

The Group did an extended case analysis of the current and projected sizes for three different
router tables: The Source Information Base is the raw stuff that comes in from the routing
protocol(s). The Real-Time Table is used for doing that actual data-handling of actual
packets. The Policy table is whatever set of contingent rules are needed to turn the first
table into the second. Since the Group ran into some nomenclature confusion during the
discussion, Dave Crocker has intentially not used more typical terms for the tables.

Note that the IPAE secton is divided into two, since the border routers need to maintain a
set of IPAE routing tables as well as a set of IP routing tables (for the commonwealth.)

SOURCE INFO BASE REAL-TIME TABLE POLICY

(Variable, xmit (Variable, compute (Static)
+ storage overhead) + storage overhead)

Now: All nets*neighbors All nets All nets
IPAE: (Same as Source All nets
Info Base, but (includes the
IP:  Attached cwlth without the IPAE/IP address
nets "% neighbors" map needed during
component) transition while
IPAE: CWlth hierarchy, IP addresses
only as needed. are still unique)
(e.g., [all
countries
+ attached
metro/provider]

* neighbors)
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CURRENT MEETING REPORT

Reported by Dave Crocker/TBO
Minutes of the IP Address Encapsulation Working Group (IPAE)

IPAE seeks to facilitate Internet conversion to a replacement for the current Internet Pro-
tocol (IPv4) by attending to transition ease of the installed base. The primary impetus
for replacement of IPv4 is its limited address space, containing too few bits and having
too little structure for very large-scale global routing tables. IPAE’s technical approach is
to encapsulate the new addressing information inside old IPv4 headers, so that the new
information can transit unmodified networks.

After the Boston (24th) IETF meeting, the IPAE Working Group held a series of face-
to-face meetings in Mountain View, California and usually with video conference hookups
to Cambridge, Massachusetts. Telephone conferencing bridges also were available. EMail
activity during this time was relatively limited.

During the time of these interim meetings, Steve Deering, who also had been participating
in IPAE meetings, developed a preliminary specification for a Simplified IP (SIP) which
streamlined the classic IP header, including addresses of 64 bits. Over the course of the
interim meetings, IPAE then repositioned itself to focus exclusively on the question of
transition from IPv4 to the new IP, with detailed specification of the transition focusing on
use of SIP as the final stage of deployment.

Working documents of the Working Group are maintained in the at host ‘parcftp.xerox.com’,
in directory ‘ip-encaps’. Prior to the Washington IETF meeting, the IPAE specification was
updated in the internet-drafts directory of the Internet Repository. Its filename is ‘draft-
crocker-ip-encaps-01.txt’.

November 19th

The IPAE session divided into a small amount of review about IPAE, some discussion of a
few open technical issues, and then an extended presentation (attached) about implementa-
tion experience, by Erik Nordmark of Sun and Ron Jacoby of SGI. The Sun implementation
is a full IPAE/SIP set of functionality, at the internet layer, and has been tested with SIP-
SIP, SIP /IPAE-IPAE/SIP, and SIP-IP interactions. Editor’s Note (md): An ASCII version
of the IPAFE functional diagram is available via fip under ipae-minutes-92nov.trt. Refer to
Section 1.2 of the Proceedings for retrieval instructions.

Noteworthy comments about his technical work, on a Unix System V streams base:

e Converting to 64-bit address was somewhat tricky. (Author’s Note: Comments from
an earlier effort with BSD code suggests that the effort was not trivial, but also was
not too difficult, though addresses larger than 96 bits may pose a problem.)
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o Adding re-assembly code was easy, since it is identical to IPv4’s reassembly. It took
about a half a day’s effort.

e Initial throughput testing (on prototype code) showed performance about the same
as for IPv4. It must be stressed that the testing was by no means thorough, nor was
the code tuned.

Open technical issues for IPAE include Domain Name System (DNS), network management
and routing enhancements. DNS changes appear to be generic for any addressing upgrade,
as do the general requirements for changes to MIB variables, and use of a routing protocol.
That is, conversion to larger addresses carries a requirement for a substantial set of changes
to Internet components. IPAE (and SIP) appear to impose no special concerns for this.

SIP uses addresses which have an IP address in the lower 32-bits. There was a suggestion
that sites add a DNS entry which contains the UPPER 32-bits, so that hosts would have
easy access to that information via the DNS. (Author’s note: This presumes a direct re-
lationship between IP network addresses and DNS domains, which is not required by the
DNS technology.)

In questions from the audience, there was some tension between facilitating transition, ver-
sus ensuring a high-quality end-point. There also was a question of the group that would
have to absorb the pain of a transition, with the choice being end-users, versus system op-
erators. (Author’s note: The term “end-user” is ambiguous, since local-net administrators
are end-users, relative to larger service providers. Hence, there is a range of targets for
absorbing transition pain.)
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